EC6503 TRANSMISSION LINES AND WAVEGUIDES
TWO MARKS QUESTION & ANSWERS

UNIT I - TRANSMISSION LINE THEORY

PART-A
1) What is Transmission Line?
A Transmission line is a mechanism of guiding electrical energy from one place to another. (or)
Transmission line is an electrical line which is used to transmit electrical waves from one point
to another.
Eg: i. Transfer of RF energy from transmitter to antenna. ii. Transmission lines can also be used
as impedance transformers.

2) What are the types of Transmission Line?
i) Open wire line
i) Cables
iii) Micro strip lines
iv) Coaxial Line
v) Waveguides
vi) Optical fibres

3) Write the applications of Transmission Line.
1. Used to transfer energy from one circuit to another.
2. Used as circuit element like inductor, capacitor and so on.
3. Used as impedance matching device.
4. Used of smith chart for calculating the Isc and loc.
5. Used as Frequency response of Resonant Circuit.

4) Define the Transmission Line Parameters. (N/D-18)

The parameters of a transmission line are:

i) Resistance (R): It is uniformly distributed along the length of the conductor and cross section
area of the conductor. Its unit is ohm/unit length.

ii) Inductance (L): When a conductor carries a current, the conductor will be surrounded and
linked by magnetic flux. The flux leakages per current give rise to the effect of inductance. Its
unit is Henry/ unit length.

iii) Capacitance (C): The conductors are separated by insulating dielectric, so that capacitance
will be distributed along the conductor length. Its unit is Farad/unit length.

iv) Conductance (G): The insulators of the open wire line may not be perfect and a leakage
current will flow and leakage conductance will exists between conductors. Its unit is mho/unit
length.

5) What are the secondary constants of a line? Why the line parameters are called
distributed elements?

The secondary constants of a line are:

Characteristic Impedance (Zo)

Propagation Constant (y)

where y=0+jp the constants o=attenuation constant, f= phase constant.

Since the line constants R, L, C, G are distributed through the entire length of the line, they are
called as distributed elements. They are also called as primary constants.



6) Define Characteristic impedance (Zo). (N/D-17, M/J-16)

Characteristic impedance is the impedance measured at the sending end of the line. (or)

The characteristic impedance or surge impedance (usually written Zo) of a uniform transmission
line is the ratio of the amplitudes of voltage and current of a single wave propagating along the
line; that is, a wave travelling in one direction in the absence of reflections in the other direction.
It is given by

Zo = Z/Y, where Z = R + joL is the series impedance and Y = G + joC is the shunt admittance.

7) Define Propagation constant (y).

Propagation constant is defined as the natural logarithm of the ratio of the sending end current or
voltage to the receiving end current or voltage of the line. It gives the manner in the wave is
propagated along a line and specifies the variation of voltage and current in the line as a function
of distance. Propagation constant is a complex quantity and is expressed asy=a +j 3

o = real part called the attenuation constant and f=imaginary part called the phase constant.

8) What is a finite line? Write down the significance of this line?

A finite line is a line having a finite length on the line. It is a line, which is terminated, in its
characteristic impedance (Zr=Zo), so the input impedance of the finite line is equal to the
characteristic impedance (Zs=Zo).

9) What is an infinite line?

An infinite line is a line in which the length of the transmission line is infinite. A finite line,
which is terminated in its characteristic impedance, is termed as infinite line. So for an infinite
line, the input impedance is equivalent to the characteristic impedance (Zs=Zo=Zr).

10) What is wavelength of a line?
The distance the wave travels along the line while the phase angle is changing through 2n
radians is called a wavelength ().
A =2m/B ; where B3 - phase angle is defined as radian/km.
A = vt = v/f; v - velocity

11) Define velocity of propagation?
The velocity of propagation is based on the observation of the change in phase along the line and
is measured in m/s. (v).

v =M =2nf/}

v=olB; o=2xf

12) What are the types of line distortions?

The distortions occurring in the transmission line are called waveform distortion or line
distortion.

Waveform distortion is of two types:

a) Frequency distortion

b) Phase or Delay Distortion.

13) How frequency distortion occurs in a line?

When a signal having many frequency components are transmitted along the line, all the
frequencies will not have equal attenuation and hence the received end waveform will not be
identical with the input waveform at the sending end because each frequency is having different
attenuation. This type of distortion is called frequency distortion.
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14) What is delay distortion?

When a signal having many frequency components are transmitted along the line, all the
frequencies will not have the same time of transmission, some frequencies being delayed more
than others. So the received end waveform will not be identical with the input waveform at the
sending end because some frequency components will be delayed more than those of other
frequencies. This type of distortion is called phase or delay distortion.

15) How to avoid the frequency distortion that occurs in the line?

In order to reduce frequency distortion occurring in the line, a) The attenuation constant o should
be made independent of frequency. b) By using equalizers at the line terminals which minimize
the frequency distortion.

16) What are Equalizers?

Equalizers are networks whose frequency and phase characteristics are adjusted to be inverse to
those of the lines, which result in a uniform frequency response over the desired frequency band,
and hence the attenuation is equal for all the frequencies.

17) How to avoid the frequency distortion that occurs in the line?

Phase distortion can be avoided by the use of coaxial cables. in such cables the internal
inductance is low at high frequencies because of skin effect, the resistance is small because of
large conductors, the capacitance and leakage are small because of the use of dielectric.

18) What is a distortion less line? What is the condition for a distortion less line? (A/M-18,
N/D-18, N/D-17, N/D-16)

A line, which has neither frequency distortion nor phase distortion is called a distortion less line.
The condition for a distortion less line is RC=LG. Also,

a) The attenuation constant should be made independent of frequency.

b) The phase constant should be made dependent of frequency.

c) The velocity of propagation is independent of frequency.

19) What is the drawback of using ordinary telephone cables?

In ordinary telephone cables, the wires are insulated with paper and twisted in pairs, therefore
there will not be flux linkage between the wires, which results in negligible inductance, and
conductance. If this is the case, there occurs frequency and phase distortion in the line.

20) How the telephone line can be made a distortion less line?
For the telephone cable to be distortion less line, the inductance value should be increased by
placing lumped inductors along the line.

21) What is Loading?
Loading is the process of increasing the inductance value by placing lumped inductors at specific
intervals along the line, which avoids the distortion.

22) What are the types of loading?
a) Continuous loading

b) Patch loading

c¢) Lumped loading

23) What is continuous loading?



Continuous loading is the process of increasing the inductance value by placing tapes of
magnetic materials such as perm alloy or a iron core or a magnetic tape over the conductor of the
line.

24) What is patch loading?

It is the process of using sections of continuously loaded cables separated by sections of
unloaded cables which increases the inductance value.

25) What is lumped loading?
Lumped loading is the process of increasing the inductance value by placing lumped inductors at
specific intervals along the line, which avoids the distortion.

26) What are the advantages and disadvantages of continuous loading?
Advantages:
a) Attenuation is independent of frequency.
b) o is decreased by increasing L provided R is not increased.
c) Increase in L up to 100mH/unit length is possible.
Disadvantages:
a) Expensive.
b) Achieves a small increase in L per unit length.
c) Existing methods cannot be modified by this method. Only replacement of line
is possible.

27) What are the advantages and disadvantages of Lumped loading?

Advantages:
a) There is no limit to a value by which the inductance is increased.
b) Cost is low.

¢) Existing lines can be modified by this method.
Disadvantages:
a) For cables, Z; is essentially capacitive.
b) Cable capacitance and lumped inductances form a low pass filter.
c) For frequencies below cut-off, f. = 1/z\LC and the attenuation is reduced, but
above cut-off the attenuation rises as a result of filter action.

28) State Campbell’'s Equation.
coshN y'= coshN y + Z¢ sinhN vy / 2Zo
where, Z. = is the loading coil impedance
v = Propagation constant before Loading
v' = Propagation constant after Loading
N = distance between the loading coils

29) When does the reflection occurs in a transmission line?
The load impedance is not terminated with characteristic impedance reflection takes place, (i.e)
Zr # Zo , reflection occurs. Reflection is maximum when the line is open and short circuit.

30) Write the disadvantages of reflection.

i) Reflected waves appears as echo on the sending end.

ii) Efficiency is reduced.

iii) The received energy is rejected by load and output reduces.

iv) If the impedance of the generator is not Zo, the reflected wave is reflected again at the
sending end, becoming a new incident wav. The energy is thus transmitted back on the line until
dissipated in the line losses.



31) Define reflection coefficient.
Reflection Coefficient can be defined as the ratio of the amplitude of the reflected voltage to the
incident voltage at the receiving end of the line Reflection Coefficient and is denoted by K.

K=Reflected voltage at load / Incident voltage at the load
K=V/Vi; K=2Zr-2Zo! Zr+ Zo

32) Define reflection factor.
The ratio which indicates the change in current in the load due to reflection at the mismatched
junction is called reflection factor. It is denoted by k and defined by

k = reflection factor = |2V ZrZo / Zr + Zo|

33) Define reflection loss. (A/M-18, M/J-16,
Reflection loss is defined as the number of nepers or decibels by which the current in the load
under image matched conditions would exceed the current actually flowing in the load.
Reflection loss is inversely proportional to reflection factor k.

Reflection loss, nepers = In| Zg + Zo / 2V ZrZo |

Reflection loss, decibels = 20log | Zr + Zo / 2N ZrZo |

34) Define the term insertion loss (N/D-18)

The insertion loss of a line or network is defined as the number of nepers or decibels by which
the current in the load is changed by the insertion.

Insertion loss = Current flowing in the load without insertion of the network / Current flowing in
the load with insertion of the network.

Insertion loss in nepers = In l1r/ 1] =1In 1/ks+ In 1/kr+ In 1/ksr + al

Insertion loss in decibels = 20 [ log 1/ks + log 1/kr + log 1/ksr + 0.43alL]
35) What are the conditions for a perfect line?
For a perfect line, the resistance and the leakage conductance value were neglected. The
conditions for a perfect line are R=G=0.
36) What is a smooth line?
A smooth line is one in which the load is terminated by its characteristic impedance and no
reflections occur in such a line. It is also called as flat line.

37) Draw the equivalent circuit for transmission line.
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PART-B
1) Explain about differnt types of transmission lines. (A/M-15).

Open wire
Co-axial cables
Wave guides
Micro strip lines
5. OFC

PoONE

Open wire:
These lines are the parallel conductors open through. Air and the conductors are separated by
air as a dielectric. Eg: Telephone lines.

Cables:

The telephone cables consisting of 100 of conductors which are individually insulated with
papers and these are twisted in pairs, (180" Phase Shift) and combine together and placed
inside the protective lead or plastic sheet.

Co-axial Cable:

There are two conductors which are co-axially placed, one is hollow and other is placed
inside the first conductor. The dielectric may be solid or gas. These lines are used for high
voltage levels.

Wave Guides:
1. Itis used for microwave frequency (i.e.) 3GHz — 30GHz(10°)

SAVAVA

2. It follow conducting tubes having uniform cross reaction the energy is transmitted by
inner walls of the tube by the phenomenon of total internal reflection.

2) Deduce the expressions for characteristic impedance and propagation constant of a line
of cascade identical and symmentrical T sections of impedances. (N/D-11).

R, L, C, G — Primary Constants
Consider a transmission lines as a two conductor separated by dielectric.
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2. Due to the drop, the voltage between the i/p and o/p there is a presence of resistor in the
series arm.

3. Since the two wires separated by dielectric. There is capacitance and this capacitance not
ideal and it has leakage inductance which should be ideally zero.

4. Initially the voltage and current on a line are in phase and later there is a phase shift
which is due to the presence of inductance.

R, L, C, G are called primary constants of transmission line.

Z — Series impedance

Y — Shunt admittance

Z=R+jwL

Y =G+ jwC

The characteristics of transmission line can be studied using the following parameter.
1) Characteristic impedence(Zo)

Let Z is equal to

— Secondary constants
2) Propagation constant

Z, A_ R+JWL ohms

y =NZY = (R +jwL)(G + jwC)
Transmission line as a cascaded T section.
To study the behavior of TL it can be considered as a no. of identical T section connected
in series and the last section is terminated as Z, input impedance of the first section also Z.

The two part n/w form of transmission line



Note: Since the transmission line is introducing delay the signal is distorted. Since it is a wire
it having some resistance and attenuation in the signal.

3) Discuss the general Solution of transmission line in detail. (N/D-17),(A/M-15),(N/D-11).
(or) Derive the transmission line equation and hence obtain expression for voltage and
current on a transmission line. (M/J-16),(M/J-14),(M/J3-13),(M/J-12),(A/M-18).

GENERAL SOLUTION OF TRANSMISSION LINE:

i) Consider equivalent circuit of transmission line.
XTI AN
L R
G ____C
i) Let dx be the incremental length of line.

. Z=R+jwL
iii) Series impedance [ W j

Y =G+ jwC
iv) Shunt admittance
V) Voltage drop across Z of T section is,
()/+dv)—)/: [(R+ jwL)dx
(V+ dV) = higher potential
V = lower potential
dV = I(R + jwL)dx

dv . .
&:I(RﬂwL) [*Z=R+jwL]
dv
—=1Z 1
dx
> (/+d|)—/:V(G+jwc)dx
dl = V(G + jwe)dx
di
—=VY 2
dx
vi) Differentiateeq 1 & 2 w.rto x
¢V _d

dx?  dx
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This is a second order differential equation

The solution for the equation is
V=Ae"+Be™ 5a
I=Ce”+De™™ 5b

Where A, B, C, D are arbitrary constant

Diff equ 5a & 5b w.r.to X,

dV—Aue“X Buve™
dx
ZlI=vAe”"-vBe™
W.K.T Y

ZI=JZY Ae™* _JzY Be "™

IZJZAEZYX_JZ BeszX
z Z

11>,
g)l( =Cuve”

Yv=C X _DNZY
\/7 C e ZY X \/7 D e ZY X

At the receiving end,
Assume Xx=0,V=VRg, | =1Ir
Sub in equ 5a, 5b, 6a, 6b
V,=A+B 7a
l,=C+D 7b

I N
wfeffo w

To find A & B, consider equ 7a & 8a
V,=A+B

-Dove™

ZYx
a

6a

6b

[ ﬂ =VY
dx

|
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Multiply by \/% in above equ

IR\/Z:A—B |
Y

V,=A+B ]

Z
|R\/;+vR =2A

e |2, Ve

“2\y 2

A=Y 7o, Ve |R:£; Zo=\/Z
27, 2 zZ, Y

Vo, Z,)
A=7L1+ZJ

To find B, subtract Il from |

BZE—I—R\/Z :>B=£— Ve 0
2 2\Yy 2 27,
Bzﬁ[l_a}
2 Z,
I,
C:I—R(l+Z—RJ
27z,
ootaf] Z)
"7 z,)

Sub A, B, C, D inequ 5a & 5b
V= ﬁ[u ﬁ} e +£[1—é} e~
2 Z, 2 Z,
I = I—R[l+ Z—R] e +I—R{1—Z—R\ g~
2 Z, 2 ZOJ
To express V & | equation in terms of refection co-efficient ‘K’
(. Z)
Z,)

1-=9
V=-Ri14+=2 e“*+L ZRJ

2"z, (1 Z)

ZR

Vzﬁ(ZR*_ZO\ eUX+ZR_ZO e—ux
2 z Z.+7,

V:£(2R+ZO\ [

2"z, )

efL)X

R

eUX + K e—ux:'



{where K= ﬁ}(Reflection Coefficient)
R + (¢}
[lie
-2
IR ( ZR\ LX ZO —uX
I = —Ll+— e’ + e
2 Z, ( L Z, )
" z,)

e — K e'“X]

Thus one useful form of voltage & current equ are
Vo (Zy+2Z,)
V=-R1R_"0 e Ke™
217 L ]
I — I_R(ZR + ZO\ [eux _ K e—ux]
2\ Z, J

Another useful form of voltage & current equ can be derived by simplifying

V=

. V,
V =V, cos hox+Il, Z,sin hox {Z_RZIR}

V=V, cos hvZYx+1, Z,sin hyZYx [v=+ZY]

[l

_R( \ X IR(l —X
—?L e )¢

Ve .
I=1;cos hox+—=L sin hox
ZO

Ve .
I =1, cos h\/ZYx+Z—R sin hy/ZYXx

(¢}
Thus the voltage and current equation at any paint from the receiving end of transmission line are
V=V, cos hiyZYx+1, Z sin hyZYx

Ve .
I =1, cos h\/ZYx+Z—R sin hy/ZYx

(¢}
Voltage and current equation at a sending end of transmission line of length ‘£’ is



V=V, cos hiyZY | +1, Z,sin hyZY |

I=1,cos hyzY I+% sin hyzy |

(o]

4) Prove that infinite line is equal to finite line terminated with characteristic impedance.
(M/3-16), (N/D-17)

INFINITE LINE:
A line of finite length, terminated in a load equal to characteristic impedance. Appears to the

sending end generator as an infinite line.
For |—oo, tanhol =1

7 -7 Z,+Z,tanho | 7 _7 Z,+7Z, 7 _7
ST 701 Zy+Z tanhw | S0z, +Z, s

INPUT IMPEDANCE OF TRANSMISSION LINE:

Input impedance Z = %
Voltage and current eq. astthe sending end of transmission line of length ‘£’ is given by,
Vg =Vicoshol+1; Zgsinhol

Is =15 coshov I+£ sinho |
_ Vs _ V, cosho | +OIRZO sinhov |

ZS
ls IRcoshuI+\Z/—R sinho |
(0]

V, .
V;cosho l+=RZ, sinhol
ZO

1.Z, .
lcoshv | +2-FR sinhovl
ZO

A {cosh vl +% sinhv I}

R

I [cosh vl +§—R sinhv I}

(0]
Z, .
WK Zg| coshov | +=2 sinhol

%{cosh vl+ ;R sinhv I}

(0]

_Zgcoshvl+Z, sinho
~ Zycoshu l+2Z, sinhol
ZO
7 - Z,coshvl+2Z, sinhvl
S 7%z coshv | +2Z, sinhol

Z,=Z
s o|:ZO+ZR tanh v |
Voltage and current eg. can also be expressed in terms of sending and as follows.

Z.+7, tanhul}

(. Z) ( Zo)



Divide 1 by 2
Ve (25 +2,) ol _ (Z, - -
V, 2 Z, Z, +Z)

s 1 (Ze+z )\ . (Z.-
20z J|® T Z+zJ

g5 }
Kol Gzl

K —ul
ZS = Z |:eul i ° —ul j|
Ke

where K = Zr=Zo
Zo+2Z,
l

(REFLECTION CO-EFFICIENT)

5) Derive the secondary constants using R, L, G, C and find the velocity of propagation.
(N/D-18), (A/M-11).

Expression for a, p in Terms of Primary Constant:
Propagation Constant 9=a+jp

o = Attenuation Factor
B = Phase Constant

\/(R +JwWL)(G + jwC) = a+jB
Squaring on both sides
(R+jwL)(G +jwC) =(a +jp)




RG —W’LC + jWwLG + jwRC = & — f + j2a
(RG-W’LC)+ jw(LG +RC)=(&’ - £ )+ j(22)
Equate real and imaginary terms
(RG-w’LC)=(c’ - £) 1
W(LG+RC) =208 2

Square 2 on both sides

w?(LG +RC)’ = 4’ 3

From 1, o = +RG-wWLC 4
Sub4in3

w*(LG+RC)’ =48 (# +RG-w’LC)

w?(LG +RC)’ = 48" + 4°RG — 4W?LC

WZ

T(LG +RC)* = 4 + £ (RG - w’LC)

(#) + 7 (rRG —WZLC)—WTZ(LG +RC) =0

~(RG -w?LC) + |[[RG - W’LC) + W? (LG + RC)’

p= 2
p (W’LC~RG) +(RG -~ w?LC)+W* (LG + RC)’
B 2

W.KT & =F+RG-wWLC
(WZLC— RG)+\/(RG —WZLC)+W2(LG g RC)2 +(RG —WZLC)

o’ =
2
. (wLC-RG)+,[RG-W’LC)+W? (LG +RC) +2RG - 2w’LC
o’ =
2
, (RG—WZLC)+\/(RG—W2LC)+W2(LG+RC)Z
o’ =

2

6) Discuss the types of waveform distortion introduced by a transmission line. (N/D-15),
(N/D-13), (M/J-13), (M/J-14), (N/D-10), (N/D-08).

WAVEFORM DISTORTION:
When a signal is transmitted over the line, it will not have all frequency with equal attenuation

and equal time delay.
=~ the received waveform will not be identical with the input waveform.
This variation is known as distortion
2 types of distortion
1. Frequency distortion
2. Phase distortion

FREQUENCY DISTORTION:
Attenuation constant o is given by,

\/(RG ~WLC)+ \/(RG ~w’LC)" +w?(LG +RC)’
o=
2

a is a function of frequency



A complex applied voltage containing many frequency will not have equal attenuation.
=~ received waveform will not be identical with the input waveform.
This is known as frequency distortion.
It can be reduced using equalizers.
Equalizers are network whose frequency & phase characteristics are adjusted to be inverse to that
of line resulting in uniform frequency response over the desired band.

PHASE DISTORTION:
Phase constant K is,

p \/(WzLC ~RG)+ \/(RG ~wLC)  +w?(LG +RC) +(RG ~w?LC)

- 2

For an applied voltage, received waveform will not be identical with the input waveform, since
some components will be delayed more than others.

This is known as delay or phase distortion.

Velocity of propagation 9= %

If B varies, 9 varies, results in delay distortion.
It can be overcome by the use of coaxial cable.

7) Derive the condition for distortion less operation of transmission line. (N/D-15), (N/D-
16), (M/J-14), (N/D-10), (N/D-12), (M/J-13), (N/D-13).

DISTORTIONLESS LINE:

If a line is to have neither frequency nor delay distortion, then a and velocity of propagation 9
should not be a function of frequency.

CONDITION FOR DISTORTIONLESS LINE:
W.K.T

1

\/(WZLC ~RG)+ \/(RG ~wLC) +W?(LG +RC)’
- 2
To bring B, a direct function of frequency, the term under the second radical be reduced to
(RG +w2LC)
(RG ~w2LC)" +w? (LG +RC) =(RG +w?LC)’ 2
R?G” +w* )X C? —2w? RG LC+W’L°G? + W’R’C® + 2w LG RC=R’G7 +w* 2 C* + 2W?RG LC
W’ L°G? + W?R?C? —2Ww’RG LC =0

’G? +R?C* —2 RG LC=0

(LG-RC)’ =0
LG=RC 3
= the condition that makes B, a direct function of frequency is LG = RC
Subeg.2inl

\/(WZLC—RG)+ (RG +w?LC)

B 2

,B:\/(WZLC—RG)+4/(RG+W2LC) :\/m
2 2

B=wyLC 4




Velocity of propagation 9= %
W

w+/LC

9=

Velocity of propagation (9) is the same for all frequency. Thus eliminating delay distortion.
To make a independent of frequency,

2
The term under the second radical forced to be equal to (RG + WZLC)Z

\/(RG ~wLC) + \/(RG ~w’LC)" +w? (LG +RC)’
o=

2
\/(RG — WZLC) +(RG + WZLC) RG
“= 2 N\ 2

J(RG ~WLC)+/(RG +w?LC)
o=

a=+RG 6
From 3
LG =RC
L R

C G
To achieve eq. 7 requires large L since G is small.

If G intentionally increased, a is increased results in poor line efficiency.

Reduction in R raises the size and thus the cost of conductors, so that above condition poses
practical problems.

7

8) Discuss in detail about indctance loading of telephone cables and derive the attenuation

constant, phase constant and velocity of signal transmission (v) for uniformaly loaded
cable. (M/J-07).

TELEPHONE CABLE:
In telephone cable, the wires are insulated with paper and twisted in pairs.
This results in negligible value of inductance L & conductance G.
-~ wL <<R, G <<wC
Z=R+jwL = Z=R
Y=G+jwC = Y=jwC
PROPAGATION CONSTANT v=AIZY
v= «/jWRC
v=+WRC £45°
v=+WRC [cos 45 +j sin 45“]
1 .1
=JWRC | —=+] =
’ {JE ‘ ﬁ}
wRC . |wRC
2 2




9= /2—‘” 2
RC
From 1 & 2, o and 9 are function of frequency, thus the telephone cable having frequency &
phase distortion.

9) Explain in detail about conditions for loading and its types.

For the mine to be free of distortion, condition is
RC=LG

For a practical transmission line, g»% hence the signal is distorted.

To satisfy the condition R_L , reduce R orincrease L .
G C G C

R
To reduce —
G

1. R can be increased by increasing the area of cross section A
roA
A
This increases the size or cast of line.
2. To MG, it is necessary to use poor insulator.
But when G 1%, leakage will increase results in poor line efficiency.

3. Hence method of reducing g is ineffective.

. L . .
To increases R either increase L or decrease C.

4. 1f Cis reduced, separation between the lines will became more. The brackets which were
carrying more number of wires will carry only less number of wires due to increased
separation. More no. of brackets, towers, posts required. Thus the line becomes much
costlier.

Hence method of reducing C is ineffective.

To increase the inductance, lumped inductors were spaced at regular interval.
This is called loading the line.

METHODS OF LOADING:
i) Continuous Loading
i) Lumped Loading

CONTINUOUS LOADING:
In this method, to increases L, tapes of magnetic materials such as perm alloy or u-metal having
high permeability are wound on each conductor.
The increase in L is given by,
L=—* mH

da +1

nt
Where,

p = Permeability of surrounding material

d = Diameter of copper conductor



n = No. of layers
t = Thickness per layer

PROPAGATION CONSTANT OF CONTINUOUS LOADED LINE:

Assume G =0, wL >>R
Z=R+jwL
Y=G+jwC [ jwC

u:\/ﬁzﬂl(RﬂwL)(jWC)
\/\/RZ + w22 |tan~ (W—Lj ZCZL

\/WC\/RZ +w?? —tan™ 4—
Note: —tanl[WL) -7 _tan [—)
\/WC\/R2+W L® |r—tan?

v= \/WC RZ+wil? 2= ——tan [ ]
2 2 wL

2
wC wL R +1 Lﬂ—ltan (R)
VWL 2 2 wL

wiie <% Lin (i)
2 2 wL

v=Ww-/LC 4%—%tan’l (i)

wL
-+ after loading wL >> R,

1 R
Let H:E——tanl[—) R2
2 2 wlL . —— nheglected
L

cos &= cos [E - ltan’1 (in —sin (ltanl (i)]
2 2 wL 2 wL

Since wL >> R, tan@dl 6, tan (O 6, sindC 6

.. COS 49:sin(1 i) = C0S azi
w Wi
2 wL 2wL

[II>Y

sin 8= sm[——ltan (R)jmsm[ le
2 2 wL 2

v=WJLC £6=w+LC e =w+/LC [cos@+ jsind]
—w+/LC {%+ j(1)}
u=%\/§ +jW\/E
azgﬁ;ﬂzwﬁ; 9:%—)” = 9= E

,Z R+ jwL jwL L fL
ZO = _ = - = = —_— ZO = —_—
Y G+ jwC jwC C C

1




ADVANTAGES OF CONTINUOUS LOADING:
1. Attenuation o is independent of frequency.
2. o is decreased by increasing L, provided R is not disturbed.
3. Increase in L up to 100mH/unit length possible

DISADVANTAGES OF CONTINUOUS LOADING:
1. Very expensive

2. Achieve only a small increases in L per unit length.
3. Existing lines can’t be modified by this method. Only replacement is possible.

Discuss in detail about Lumped loading. (N/D-17)

LUMPED LOADING:

1. Inthis type of loading, the inductors are introduced in lumps at uniform distance along
the line.

2. Lumped inductors are in the form of coils called loading coils.

/TN
_ e

-3 2

Lumped inductor
a ‘

Unloaded cable

Lumped loading
/ Continuous loading

e

Cutoff Frequency
frequency

ATTENUATION FREQUENCY CHARACTERISTICS
From the figure, attenuation is independent of frequency for continuous loading, while for
lumped loading o increases rapidly after the cut off frequency.

ADVANTAGE OF LUMPED LOADING:
1. Achieves a large increases in L
2. Cost involved is small
3. Existing lines can be modified.

DISADVANTAGES OF LUMPED LOADING:

1. For acable, Z; is capacitive. The combination of inductance & capacitance forms a LPF.

2. For frequencies below cut off, a is reduced. Above cut off, attenuation rises as a result of
filter action.

10) Derive the Campbell's equation. (N/D-10),(N/D-17).

CAMPBELL’S EQUATION:

Analysis of lumped loading can be obtained considering a symmetrical section of T line from the
centre of one loading coil to the centre of next.
Let Zc = LOADING COIL IMPEDANCE



c/.
3 ? Z1/2
ALER
—a
‘ o %

Before loading, length of the line is ‘v’
For a symmetrical T network,

sinh vl :Z—O 1
ZZ

coshoul =1+ Z 2
2 2

; . z
Series arm impedance 71 ==c
Shunt are impedance = Z»

From1l, Zz, = _Zo
sinh ul

_4
[coshul -1]Z, = 5

= %+[cosh ol -1]Z,

Z Z
=—%+[coshol —1]—°
2 sinh ol

After loading
coshv'l =1+ 4
2Z

2

4
142
ZZ

ZO
sinh vl

1+%+[cosh ol —1]

ZO
sinh ol

coshov'l =1+

sinhol | Z
sinh vl

Z
—< +[cosh vl —1] O}
o 2
Z..sinh ol
coshu'I:l+M+coshul—l
(o)

Z. .
C_sinh ol

cosh v'l = cosh vl +
(0]

This expression is known as Campbell’s equation.

Using this, propagation constant of a loaded line can be computed.

11) Explain the significance of reflection coefficient and insertion loss. (A/M-11).

REFLECTION CO-EFFICIENT:



_ REFLECTED VOLTAGE AT LOAD
~ INCIDENT VOLTAGE AT LOAD

_ Ve (1+ ﬁ\ et +(1—§\ e
2|z ) Tz

Where, £(1+ Z—O] — Incident voltage

Ve (1— Z— J — Reflected voltage

Vel) %)
2\"2) 77, 72,
Vol Z)) Zi+Z, Z.+7,
2 "7z,
CASE i: (Zr = Zo)

K =0, no reflection

K:

CASE ii: LINE IS SHORT CIRCUITED (Zr =0)
K:—Z—°=—1:14180°
z

o

REFLECTION IS MAXIMUM

CASE iii: LINE IS OPEN CIRCUITED (Zr = »)
Z, kl—z—o
K= ——1 = K=140°
Zy Ll+—)

REFLECTION IS MAXIMUM

TRANSFER IMPEDANCE IN TERMS OF K:
_ SENDING END VOLTAGE(V;)
" RECEIVING END CURRENT(1,)

_ Ve (1+£\ et +(1—£\ eV
20Tz )f Tz

(Za-2Z,)
V _ ﬁ(ZR + ZO\ ol ZR e—ul
=2 zZ, (Z,+2Z,)
. ZR
V.(z.+z\ . (z.-z)
V :_R R O eul+ R (e) e—U|
s 2( Z, J LZ J

w2 ( 1 =

+(Za = Z5)e™ ]

e
S — 1[ZR (e"+e)+Zo(e" - )J

1, 2



V, .
Z, = I—S = Z, cosh vl + Z,, sinh vl
R

Z, =Z,coshul + Z,sinh vl

12) Derive the expressions for input impedance of open and short circuited lines. (N/D-16),
(N/D-18), (M/J-12).

OPEN & SHORT CIRCUITED LINES:

INPUT IMPEDANCE z, - 7, | ZeC0shul+ Zo sinh l
Z,cosh ol +Z, sinh ol

i) For short circuit line, Zr = 0

Z, sinh ol
Zy =2, =2——|=2Z,tanh ol
Z, cosh ol

Zy. = Zg tanh vl

ii) For open circuit line, Zr = o

z .
Z,-Z, cosh vl + %R sinh vl

Z =
oc 7

R Z—Ocosh ul +sinh vl
ZR

Zoe = Zy coth ol
Zoe - Zse =(Z, coth ol )(Z, tanh ol ) = Z,?
ZO = ‘\] ZOC ’ ZSC
Zs. Zytanhol
ocC

Zoe Z,cothul

Z
(tanh vl)* = =3¢
ZOC

Z
ol =tanh™ [=
Z

oC

13) If Z=R+jwL and Y=G+jwC, show that the line parameters values fix the velocity of
propagation for an ideal line. (N/D-11).

1. The distance travelled by the wave corresponding to a phase shift of 2z radian is called
wavelength and represented by A meters.

_2r

7

2. ltis defined as the velocity with which for signal of single frequency propagates along
the line at the particular frequency.

V=Af = Z%f = Wﬁ metres

a and B in terms of primary constants
R, L CG
The propagation constant y and Zo are the secondary constants of the line. The y in terms of
complex form it is represented as
y=a+ip



\/(R +JWL)(G + jwC) = a+ B
Squaring on both sides
o’ +2jB—-f =(R+ jwL)(G + jwC)
=RG - W’LC+ jw(LG +RC)
Equating real and imaginary parts
&~ =RG-WLC = & =F+RG-WLC........cevenenn. 1
2af=W(LG+RC)
Squaring on both sides
4o’ =w?(LG +RC )’

A =W/ (LG+RC ) oo 2
Sub o value in 2

(#* +RG-WLG)F =W/ (LG +RC )’
B +RGS ~W*FLG W /(LG +RC ' =0
'+ (RG—wLC) W)/ (LG+RC )’ =0
This is a Quadratic eq in
-(rRG —WZLC)i\/<RG ~WLC) + A x WZ{(LG +RC )’
2
(wiLC— RG)J_r\/(RG ~wLC) +w? (LG +RC )’
2
(WZLC— RG)+\/(RG —WZLC)Z +w?(LG+RC )2
B 2

W.K.T
o = +RG-wW’LC

(w?LC~ RG)+\/(RG ~wLC) +w?(LG+RC )’

o =
2
*RG —w’LC
(wPLC = RG)+\/(RG ~W2LC)" +W?(LG +RC )’ +2RG —2w?LC
- 2
, RG—WZLC+\/(RG—W2LC)2+W2(LG+RC)2
a =
2

14) Derive about the Insertion loss.

Insertion Loss:
The insertion loss of a line or n/w is defined as the no. of nepers or decibels by which the current
in the load is change by the insertion. The insertion of a 4 terminal n/w or a line b/w a generator
and a load may improve or reduced the impedance match b/w the source and the load.

ls = 2IZRO (Za+2Zo)(e" = Ke ™).l 1
From figure




Z,+Z
! 2
Zg
—>
E Z Line or
n/w
11

71 -
The I/P impedance Z,=Z (%\
7 _Ke
E

7 5l
E
- Zg(e’I - Ke”')+ZO(e’I + Ke”')
e —Ke ™
E(ey' - Ke’y')
Z, (e7I —Ke™ ) + Zo(e7I + Ke’y')
From equation
~ 27,
* (2 + Z,)e" —Ke

22, E(e" - Ke ')

R (Ze +2,)e" - Ke7'Z, (e —Ke ")+ Z, (" + Ke ™)
Let I'r is the current flowing in the load

I =

To find
, E
I'e =
Zp+Z,
E
Iy Zg +7Z;
la 2Z,E
(2o +25)Z,(¢" —Ke ")+ Z, (" + Ke ™)
E
_ Z,+Z;
2Z E
Z +Z ke" —7e ") +Z ke" ﬁe”'\
Zo+2Z,
1
Zp+Z,
27,

(2.+2,) 2 (zR+zoey'—zR—zoeﬁ'\+Z (Zo+Z" +2Z, -2
ROTO g( Z, +Z, J O( Z, +Z,




1
Z,+ 2,
27,

[Zg (ZR +Zoe" =2y ~Zoe ™ ) +Zo (ZR +Z0" +Zy —Ze™ )J

Ze + 2,
Zo+7Z,

2,2, + 2o - 7 Z4 ~Z0 268" + 207, ~Zo Ze "
zzo(zg +zR)

(zg +zo)(zo +2,)e" (a+ jﬂ)+(Zo —zg)(zR ~Z,)e7 (~a+ip)
2zo(zg+zR)

Neglect e =0

(2,4 20)(Z5+ 25 Jete”

- 27,(2,+2,)
The physical significance of the eq can be studied by multiplying the numerator and denominator
by 2,/2,Z,

' (Ze+25)24Z,Z4 (2, + 2, )ele”

I, 42,2, Z,(Z.+Z,)
Talking the magnitude

27,7, (Z, +25) (2, + 25 )€

42,2,2," (z.+Z,)
Rearranging the terms
2oz)| |zovzo| 22,24
27,2, 2Z.2, (2,+2,)

1
le’

R

22z, . 2yzz,
Yolzgrz)| Y [Za+ 2z
2./2.Z
K. - N9R
Tz, 4z

The current ratio

' al }/ }/ ea|
| Kge” Ky Ke
Ks - Kg %<

SR

I
In nepers

= |n(%<s) + |n(%<R) - 'n(%%.a) +al

In decibels

=20log (Iog }{(S +log }{<R —log }{<SR + 0.43an

Where Kr — reflection factor at load
Ks — reflection factor at source
Ksr — reflection factor for direct connection with generation and load
e“t — loss in the line

R

In

1
le’
IR




UNIT 1I-HIGH FREQUENCY TRANSMISSION LINES
PART-A

1) State the assumptions for the analysis of the performance of the radio frequency line.
(A/M-18)

1.Due to the skin effect ,the currents are assumed to flow on the surface of the conductor. The
internal inductance is zero.

2.The resistance R increases with square root of 'f' while inductance L increases with f.
Hence oLL>>R.

3.The leakage conductance G is zero.

2) State the expressions for inductance L of a open wire line and coaxial line. (N/D-14)
For open wire line ,

L=9.21*10"(W/ur +4 In b/a)=10"(ur +9.21 log b/a) H/m

For coaxial line,

L =4.60*10"[log b/a] H/m

3) State the expressions for the capacitance C of a open wire line and coaxial line. (N/D-14)
For open wire line,

C=(12.07)/(In b/a)u. pf/m

For coaxial line,

C=(55.5¢;)/ (Inb/a) p pf/m

4) What is dissipation less line?
A line for which the effect of resistance R is completely neglected is called dissipation less line .

5) What is the nature and value of Zo,a, 3 and v for the dissipation less line? (N/D-11), (M/J-
14) (N/D-17)

For the dissipation less line,

i) The Zo is purely resistive and given by, Zo=Ro = ( L/C) *

i1) Attenuation constant, a=0

iii) Phase constant, fB=w (LC) * radians/m

iv) Velocity of propagation, v = 1/(LC) % m/s

6) What are nodes and antinodes on a line? (N/D-17)
The points along the line where magnitude of voltage or current is zero are called nodes.
The points along the lines where magnitude of voltage or current first maximum are called

antinodes or loops.
A

Antinode

Node

7) What is standing wave ratio? (M/J-13),
The ratio of the maximum to minimum magnitudes of voltage or current on a line having
standing waves called standing waves ratio and it is denoted by S.



V,

max

max

VSWR =S = or S=

8) What is the range of values of standing wave ratio and Reflection coefficient? (N/D-10)
The range of values of standing wave ratio is theoretically 1 to infinity.
(i) 1<SWR<w®
Minimum value of SWR is 1.
Maximum value of SWR is .
(i)0<K<1
Minimum value of reflection coefficient is 0.
Maximum value of reflection coefficient is 1.

9) State the relation between standing wave ratio and reflection coefficient. (A/M-11), (N/D-
12),(M/3-12)

_L+[K]
1K

K= S-1 , S = Standing wave ratio
S+1

S , K = Reflection coefficient.

10) What are standing waves?

In a transmission line, if the load impedance is not equal to the characteristic impedance (Zr #
Zo), the energy delivered to load is reflected back to source. The actual voltage at any point on
the transmission line is the sum of the incident and reflected wave voltages at that point. The
resultant total voltage wave appears to stand still on the line, oscillating in magnitude with time,
having fixed positions of maxima and fixed minima. Such waves are called standing waves.

11) How will you make standing wave measurements on coaxial lines? (A/M-15)

For coaxial lines it is necessary to use a length of line in which a longitudinal slot, one half
wavelength or more long has been cut. A wire probe is inserted into the air dielectric of the line
as a pickup device, a vacuum tube voltmeter or other detector being connected between probe
and sheath as an indicator. If the meter provides linear indications, S is readily determined. If the
indicator is non linear, corrections must be applied to the readings obtained.

12) Give the input impedance of dissipation less line.
The input impedance of dissipation less line is given by,

- (1+|K][g—2A)
= (g2

13) Give the maximum and minimum input impedance of the dissipation less line.
Maximum input impedance, Z,,., = R, S

Smax

Minimum input impedance, Z, = R%

14) Give the input impedance of open and short circuited lines. (N//D-10), (A/M-18)
The input impedance of open and short circuited lines are given by,

For a short circuit, Z,. = jR,tanfl = jxS

For a open circuit, Z,. =—jR,C, + Al = j X,



15) Why the point of voltage minimum is measured rather than voltage maximum?
The point of a voltage minimum is measured rather than a voltage maximum because it is usually
possible to determine the exact point of minimum voltage with greater accuracy.

16) Why standing waves do exists in transmission line. (N/D-10)
When the transmission line is not terminated with its characteristic impedance (Zr # Zo), the
energy delivered to the load is reflected back to source which give rise to the standing waves.

PART-B
1) Discuss the various parameters of open wire line and coaxial line at radio frequency.
(N/D-15), (N/D-14), (N/D-18)
Due to skin effect the current is considered as following essentially on the surface of the
conductor in a skin of very small depth. The internal inductance and internal flux are reduced
nearly to zero, the inductance of open wire line becomes,

Lz“%/Z In(%) H/m
a — radius of open wire line
d — distance b/w 2 open wire line

Ly =47x10" H/m

The value of capacitance of a open wire line is not affected by skin effect,
Capacitor C=-—"°_ F/m, where

(%)

€0 = 8.854x10*2 F/m.

If the current flows at high frequency over the surface of the conductor in a thin layer, there is an
increase in resistance of the conductor. The skin depth of the surface layer of current is

Skin depth :ﬁ metres

Direct current resistance of open wire line is,

Rdc = %az

For alternating current resistance of open wire line is,

-K
Rdc = %ra
nfue

7a
_K //‘_6
= A . Jf_ ohm/m

This equation shows that the resistance increases with increasing frequency.

Parameters of coaxial cable

The parameters of the coaxial line are also modified by the presence of high frequency currents
on the line. Because of skin effect, the current flows only on the surface of the conductor and it
eliminates the flux linkages. The inductance of the capacitance of coaxial cable is,

L= “%ﬂ In(%)

a — outer radius of inner conductor
b — inner radius of inner conductor



The capacitance of coaxial cable is not affected by high frequency current. The value of
capacitance of coaxial cable is,
27e,

(2]

Due to skin effect, the resistance of the coaxial cable is given by,

Rac=K/ (1 + )
Rac = K ﬁfy (}/ }/)
ac=K\fzﬂ_\/F(%+}/b) o/

Resistance increases with an increase in frequency.

C= f/m ¢ =¢,¢

2) Derive the line constant of a zero dissipation line. (M/J-16), (A/M-18)
The line constants for transmission line are

Z=R+joL

Y=G+jwC

7 _ R+ jwL
° \G+jwC

7 =(R+jwL)(G + jwC)

For a transmission of energy at high frequency, wL>>R, we assume negligible losses or zero
dissipation and G is also assumed to be zero. (R =G =0)

The Characteristic impedance Zo is given by,

Z=joL

Y =jwC

7

The propagation constant v is given by,
7 ={(R+jwL)(G + jwC)
= J(jwL)(jwC)
a+ jB=jw~LC
a=0

ﬂ:w\/ﬁ

The velocity of propagation v is given by,

Ve =Y~ Ve

Zo = Ro which is purely resistive

3) Discuss in detail about the voltages and currents on the dissipation less line. (N/D-17),()
The voltage at any point of distance‘t’ and the current from the receiving end of the transmission
line is given by

V, = V%ZR (Zo +2,)(e" +Ke ™)
I = I%Zo (Zo +2,)(e" —Ke ™)



Zo:Ro
r=a+ijp
=B

V, = V%ZR (Zo +Ro)(e" + Ke )

I, = I%z (Ze +Ro) (e —Ke )

The voltage and current equation of Transmission Line can also be represented as
Vg =V coshyl + 1,Z, sinh yl

IS:IRcosh7I+V% sinh ¥l

(6}

Zo: Ro

y=a+ip

y=ip

V, =V, cosh jal + IRy sinh jAl

I, = I cosh jA +V% sinh Al
o}

V, =V, cosh Al + jI;R, sinh A

I, =1, cosh A + jv% sinh A

V, =V, cos(z/ljl+jl R sm(zfjl
b2} ()

Case 1: when the line is open circuited

Ir=0
2
Ve = Vi COs (7”) I
.V . (27 e )
oc =] % sin| — I J is in phase quadrature |90° phase shift
(o}
Case 2: when the line is short circuited
Vr=0

. . (2rx
V.. =jI;R sm[—)l
SC J R0 ﬂ,
2r
l.. =1 cos(—]l
SC R Z,

From the above expression of voltage and current it is seen that the voltage and current are in
phase quadrature. The voltage and current magnitude distribution for an open circuit line are in
quadrature everywhere and thus no power is transmitted along the line when the line is short
circuited the voltage and current are in quadrature and the waves are shifted by /4 from the open
circuit case.



Open circuit

0 M4 A2 3NM4A A 5M4 3A2

0 M M2 3M4 A 5M4 302

A4 Y/

A2 |
Distribution of voltage and current Under open circuit and short circuit
Case3: If line is matched Zr = Z, , the reflection coefficient and reflected wave becomes zero.

\@z%%%(ZR+RJN'

I = I%R (Zz +R,)e"
V, = Ve

Iy =1.e"

V, = Ve

Iy =1.e"

Voltage and current are in phase.

Voltage and current are same and repeated every A/2.

At every M4 maximum to minimum process. From the above graph it is seen that at every A/4
period the voltage and current characteristics changes to maximum to minimum and vice versa.
At every A2 the characteristics will be repeated.

Case 4: When Rr = 3Ro, K =1/2, there is a finite value of voltage (or) current at all points on the
line.

Since both voltage and current have values other than zero at the load, some power is being is
transmitted. For resistive loads greater than Ro, voltage and current distributions resemble those
of open circuited line.

5) Briefly explain on Standing waves. (N/D-16), (A/M-18)

In a transmission line, if the load impedance is not equal to the characteristic impedance (Zr #
Zo), the energy delivered to load is reflected back to source. The actual voltage at any point on
the transmission line is the sum of the incident and reflected wave voltages at that point. The
resultant total voltage wave appears to stand still on the line, oscillating in magnitude with time,
having fixed positions of maxima and fixed minima. Such waves are called standing waves.



»

>

Distance R #R,
Standing waves on a dissipation less line terminated in a load not equal to Ro

When a line is terminated with a load other than R, then the voltage and magnitude of current
and measure along the line is given to the following graphs.

If the line is either short circuited or open circuited at the receving and, we get nodes and
antinodes in the voltage distributions as shown below,

Antinode

Node
Standing waves on a line having open or short circuited terminations

i) Nodes are the points of zero voltage or current (E=1=0) in the standing wave systems.

i) Antinodes or loops are points of maximum voltage or current.

iii) A line terminated with Ro has no standing waves and thus no nodes or loops and is called as
smooth line.

iv) For open circuit, the voltage nodes occur at distances A/4, 3A/4, 5A/4 and so on from the
open end of the line. Under the same conditions, the current nodes occur at a distance 0, A/2, A,
3A\/2 and so on for open termination.

— E_,, -nodes
WW — E_, - antinodes
v) For short circuit, these nodal points shift by a distance of A/4.

Voltage nodes occur at 0, A/2, A and so on,
Current nodes occur at A/4, 3A/4, 50/4 and so on.

From the graph it is observed that nodes are the paths of over current and antinodes are points of
maximum voltage on current. A line terminated in Ro as no standing waves such a line called
smooth line.

Standing Wave Ratio (SWR):
The ratio of maximum to minimum magnitudes of voltage or current on a line having standing
waves called SWR denoted by S’.

VSWR = § = [V | or g {Ine

It is complicated.

min min



The maxima of voltage along the line occurs at point where the incident and reflected wave are
in phase and add directly.

V= V%ZR (Zo +Ro)(e" + Ke )

V. = V%ZR (Ze +Ro)(1+]K))
([ik4

V.= V%ZR (Ze +Ro)(1+|K])
V| 14K

- Vmin 1_|K|

_L+[K]
1K

-1 . . .
K= % where ‘S’ is the voltage standing wave ratio.
+

It is measured by RF voltmeter

ISWR measured by RF ammeter.

The ‘S’ value ranges from S =1to
K=0to1l

Relation b/w S and K

max

We know that S= 1//

+ \Va
v (1+ K/)

and we know Vmax = V' +V~ Vmin= V" —V~and the ratio =

Vi +V~
A\VARSAVA

1+|K|
V-V
1+VX/+ —1+K
V. -V
Show that K =|—m—mn
Vmax +Vmin
Vmax al
_ S-1 _ Vmin _ Vmax _Vmin
S+1 Vﬂ_f_l Vmax +Vmin
V

5) Derive an expression for the input impedance of the dissipation less lines. (N/D-13),
(A/M-15), (M/J-14), (N/D-16), (M/J-12),

The input impedance of dissipation less line is given by,
Z, +Z,tanhyl Z, =R,

°'ZO+ZRtanhyI =B
Z, +R,tanhjgl

°"R, +Z tanh jl

Z,=7




Zy +Zgjtanh Al
Zy=Ry 7o ——
Z,+Z,jtanh gl
The impedance is complex in general and is periodic with variation of s, the period being = or
s = A/2. It can be also obtained as,
Z, coshyl + Z, sinhyl
Zycoshyl +Z, sinh yl
(e +e) (e —e)

’l vl )

o’ I, a7 I _ a7
e +e”’ e’ —e”’
=[5 ) ()

Zq(e")+ Zo(e7)+ Zo (") - Zo (e7)

z,=2,

z

=Z

Z.e"'+Z.e" +Z.e" -Ze7"
yA
e (Zy +2Z,)+e 7 (25 - Z,)
e (Zy+Z)+e 7" (25 - Z,)

e (Z, + zo){pr e'(ZR‘Zo)}

. " (Zg +2Z,)
= Z, - -
e (Zy +Zo)|1+ - Zr = %o
"1 Zy+2Z,
(1+ Ke’“e’“)
e (1—Ke’y'e’y')
(1+Ke™?") r=ip
Zs= 2, 271 _
1-Ke Z,=R,
2jp
7 - R, (1+ Keiz )
1- Ke™?#

Taking magnitude
- (1+]K||g—2A)
+= ol ko —2a)
i) The Input impedance is maximum ¢-24 =0
¢—24 =0

ii) Along the line, if we travel at the distance of /4 from the point where the impedance is

maximum we get a point of Zmin. (/I = 2%)

= U35+ Y= Vo5 g
:2¢/6{+/f7r22(¢+7r):¢+7r
4 AB 2B




|_2t7
2p
20 =g+ 7
;g iKle—24
01K g - 24
1+|K||¢—(¢+7r)
°1-|K||g—(p+ 7)
1+|K|[=x
ZSmin = Ro%
1+|K|
® 1-|K]|

R
ZSmin = %

6) Deduce the input impedance of an open circuit and short circuit dissipation less lines.
(N/D-13), (M/J-12), (M/J-14), (M/J-16), (N/D-11), (A/M-18) (N/D-17)

=R

The input impedance of dissipation less line is given by, We know that Zs = Z,
Z, +Rojtan Al
Ro +jZg tan Al

i) For a short circuit line:

ZR =0
R,jtan
z, =R, Roltn Al
RO
Z=jRotan Bl = jxS
XJR, | Inductive | | ; ;
| l 1 1 | |
| | | | | |
1 1 | | | |
3 | | | | 3
o na 1 3074 A 5A/4 ‘
| /’ = / o / :
| | | | | |
! | 1 | | |
Capacitive |
_Xs/Ro

Short Circuit line
ii) For a open circuit line:

B Z, +R,jtan gl
" OR,+jZetan Al

R %{H R%thanﬂl}
O;{[R%R +jtanﬂl}

Z

Z, =




R

Zoc = _jRoCo +A=] Xs

X /R Inductive

S O

:jtanoﬂl Z%O:[tanﬁl:/fx%o

0 A4 A2
Resistive : :
! |
! |
! |
! |
! |
! |
Capacitive
—XJ/R,

Open Circuit line

The variation of Zsc/Ro is the length of line’t’ can be plotted as follows,

Calculation of % n =tanfl
(e]

Xs

forl=0 Roztan27f (0)=0

forl = % X%O = tan 2%((/%)

= tan”2 —©
44 %4l 7)) 44
=tanz=0
13 -8
= tanﬂ:tan?ﬂ -
2/ 2

forl=4 X%O :tan(zﬁ/{j(/{)

=tan27=0

Calculation of s r =cot/l
(0]
X
for1=0 %O = cotZ”}L(O) = -0

for | = % X%O = cotz%{(%)

=cot”2=0

wiet4 54, - 7,) 1)

=cotz=0



=55, %4 ()

—cots—”:o

forl= 2 % Ry =cot(z%{j([)

=cot2z=0

7) Derive the measurement of power and impedance on the line of negligible losses. (N/D-
15), (M/J-14),(N/D-17), (N/D-11) (N/D-17)
We know that the voltage and the current on dissipation less line is given by

V,

vzf(zR +R,)(1+]|K]) 224

\V/
V.., = zzz (Z + RO)(1+|K|)

| :%(zR +R,)(1+|K]) ¢ 24
[
lnax = ﬁ(zR +R,)(1+]K))

(0]

V,
v 27 BRI A

max

max

Imax IR

R (ZeARG) (1KT]
Zmax = Ro
([ikd

\Y/
V.. = zzR (Zg +Ro)(1-|K])

R

o = 525 (2 Ro ) (1K)

0o
min |
min

When the voltage is high, the current will be low at the same instant of time

V.
\V/ _ ZZF; M(l—i_'}(')

min

| |
min 2RRO M(l—“‘q)

R —r 1K _pog
max — Ol—|K| (0]
Van _p  _Ro/_ 1-IK|

The effective power flowing into the resistance is given by

% Vv
B Rmax B Rmm
P2 _ Vzmaxvzmln
Rmamein
V. -V



(or)
P=|l loin|Ro
Measurement of load impedance we know that the input impedance.
Zgmin =Rg {W—Otanm}
Ry +jZ; tan A
We know that Rmin = Ro/S
From Vnmin at a distance of ‘t” meters away we get the load impedance.
Z. +jR tan glI"
%g:%[RZ + jZZ tanﬁl‘}
Ry +jZgtanA'=S(Z; + jRytan A')
Ry +jZgtanfl'=SZ, +SjR, tan Al
Ro +jZg tan fI'-SjR tan A1 '=SZ,
5 Ro[1-jStan A']
R S—jtanl"
Ro[1-]jStanA'|=SZ, —jZ tan A’
Ro[1—jStanA']=Z,(S—jtan A")

Here Vmin preferred than Vmax since the position of Vmin can be measured with greater
accuracy.




IMPEDANCE MATCHING IN HIGH
FREQUENCY LINES

3.1 INTRODUCTION

Transmission lines are used to transmit power from a source to a load. Maximum power is
transmitted by the line to the load with minimum losses when no reflected wave is present or when
the load impedance is equal to the characteristic impedance of the line, that is, when the load is
properly matched. Usually this condition is not achieved.

In practice, however, it is not always possible to design a circuit whose input or output
impedance is matched to the adjacent circuits. For example, there may be a circuit which is to be
connected to a signal generator of 50 Q) output impedance but the input impedance of the circuit is
not 50 Q . When this connection is made, not only the maximum power is not being transferred by
the generator to the load, but the reflected wave might enter the generator and may alter its
characteristics like frequency, etc. It is, therefore, essential to devise a technique which can avoid
reflections from the circuits. '

Impedance matching is one of the important aspects of high frequency circuit analysis. To
avoid reflections and for maximum power transfer, the circuits have to be impedance matched.
Transmission line sections can be used for the purpose of impedance matching. Due to low loss, the
transmission line provides impedance matching with negligible loss of power. There are various
impedance matching techniques using short length transmission lines ( 4 /4, 2 /8) and using stubs

,Li{gle stub, double stub) which are discussed in the following sections.

3.2 THE EIGHT WAVE LINE: “M

N— A A

A transmission line of length 3 is called eight-wave (E) line.

The input impedance of a line of length s = 3 is:

[ . 27s |
ZR+jR0tanT o &
8

27S
Ry+ jZ g tan—
RS s

[ Z, +jR0tan(1t/4)}

= Ry | Ry+ j Zg tan(m/4) tan =1
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Zpt] . (3.1
R = R, [_R___Rg] 3.1)

Ry+jZg
If such a line is terminated in pure resistance R,
z =g |XetR | . (32)
§ Ry +JRg

The numerator and denominator have identical magnitudes so that lZ)= R, ... (3.3)

Thus an eight wave line may be used to transform any resistance to an impedance with a

magnitude equal to R, of the line or to obtain a magnitude match between a resistance of any value
and a source of R, internal resistance.

3.3 THE QUARTER E LINE, IMPEDANCE MATCHING

A transmission line of length 1 is called the quarter-wave line.

The generalised expression for the input impedance of the dissipationless line,

Z.=R ZR‘+jR0tan(B'S)
% | Ry+ jZptan(B-s)

Re-arranging the above equation,

Zp .
2ns A
tan i 217
Z = R, where f=— .. (3.4)
Ry +jZ A
2ns) R
tan| —
— x =
If the line is mad h
¢ line 1s made quarter wave long or s = 1
27y __ZE.A._TC T
AooA 42 ta“(;]”’
J Ry R}
Z,= R, [jzn] ; Z, = Z ... (3.5)
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(i.e.,) The input impedance of the line is equal to the square of R, of the line divided by the load

A quarter wave section of line may be thought of as a transformer to match a load of Z,

ohms to a source of Z_ohms. Such a match can be obtained if the characteristic impedance R, of
the matching quarter wave section of the line is properly chosen according to,

R, =|M| . | ... (3.6)

R, of the matching section should be equal to the geometric mean of the source and load

impedance.

!: A4 _>!
ZS
@

Fig. 3.1 : Quarter wave section as a impedance transformer

Zr

A quarter wave line may be considered as an impedance inverter in that it can transform a
low impedance in to high impedance and vice versa.

An important application. of the quarter wave matching section is to couple a transmission line
to aresistive load such as an antenna. The quarterwave matching section then must be designed to
have a characteristic impedance R so chosen that the antenna resistance R, is transferred to a
value equal to the characteristic impedance R0 of the transmission line. The characteristic impedance
of the matching section is then given by,

Ry =R Ry NeK)

The range of values of R, and R, that can be matched satisfactorily is limited roughly to about
10to1,

A quarter wave transformer may also be used if the load is not pure resistance. It should
then be connected between points corresponding to I ~OrE_at which places the transmission
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——

. R, in impedance from the line vajye
line has resistive impedance given by —§- or SRO. For step down in imp |

of R the matching transformer characteristic impedance should be,
0

/ R [
R, = RO-—S1=R0\/; | .. (3.8)

Another application of the short circuited quarter wave line is an insulator to suppf)rt a;l open wire
line or the center conductor of a coaxial cable. Such lines are referred to as copper insulators.

|

A

1.7

Fig. 3.2 : Quarterwave line as-insulator

3.4 THE HALF-WAVE Lipt

The generalised expression for the input irf;pedalﬁip,_e of é:’i‘irr;é'iis;_g'iven by,

b R[ZR+jRotan(ﬂs)]
" OLRy+ jZgtan(fs)

But f=—"—

| Zg +jRo.tan(2§s) ‘_
RO +jZR.tan(7ﬂ-s]
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Z,'n - RO[ZR +jR0 tan(”)]

R, + jZ p tan(r) - (3.9)
. Z
e 2]
Z,'n = ZR (310)
Oo— ©
7 4 " 3 2,

Q@ P
L | :
e §=A/2 o

1 -
| I
Fig. 3.3 : A half wave line
From it is clear that a half-wave line repeats its te

half wave line may be considered as one to one transformer.

ing impedance. In other words, the

3.5 IMPEDANCE MATCHING BY STUBS

For maximum power transfer, we know that the source and ldad(imped.ances should match.
However, in the case of long transmission lines, these impedances must be equal to the character-
istic impedance Z, of the line. In many situations, the source (such as trénsmitter) and the load
(such as an antenna) connected by the long transmisison line never match in impedance values. In
such situations, maximum power does not get transferred from the transmitter to the antenna.

We have seen that stub lines can transferm and match impedances. So, to match impedances

in long transmission lines, stub lines of suitable lengths can be employed. There are two methods of
stub-line matching: single-stub matching and double-stub matching.

3.6 SINGLE STUB IMPEDANCE MATCHING ON A LINE

—> For greatest efficiency and delivered power, a high frequency transmission line should be
operated as a smooth line (or) with an R, termination.

— However the usual loads such as an antenna do not in general have a resistance of value

equal to Ry, so thatin many cases it is necessary to introduce an impedance transforming
section between line and the load to make the load appear to the line as a resistance of value R ,
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—» The quarter wave line or transformer is used as impedance matching devices.
[HELPEE FaYS HEs

— Another means of achieving this is the use of an open or closed stub line of suitable lengty
as a reactance shunted across the transmission line at a designated distance fror? the loag,
to tune the length of the line and the load to resonance with an anti-resonant resistance

equal to R;.

The theory of this method is easily stated in general terms. Since the input conductance of ,
line is 1/SR, at a voltage maximum and S/ R, ata voltage minimum, then at some intermediate

point A, the real part of the Input admittance may have an intermediate value of 1/ Ry, or the inpy
admittance at A has a value of

Y,= 1. B . (3.11)

The susceptance B is the shunt value at that point.

— After the point having conductance equal to 1/ R, is located, a short stub line having input
susceptance of F B'may be connected across the transmission line.

e

Voltage minimum
before insertion

of stub " s
\-’ 2 S, —>
T dT /A
]
1
-l — é
v Yo ! Ya 2R
’ 1
; A

N,
.
. o~

Fig. 3.4: Location of Single Stub for Impedance Matching
The input admittance at this point is given by,

1 1 —~
AL S
(or)
The input jmpedance of the transmissjon line at point A looking towards the load is
[ 7Z = p ,
s Ro“ ... (3.13)

Scanned by CamScanner



—  The line from the S\Quic?_t_(_) A is then terminated in Ry and is a smooth line. From A to
the load, reflection and standin i

made less than a wavelen

g waves occur, but since this distance can always be
8th, the losses are not severe.

—  Since both the location and the length of the stub must be determined, two independent
measurements must be made on the original line and load to secure sufficient data.

- Mﬁ!ﬁaﬂygbgmd Measurements are the standing wave ratio S and the position
ofa voltage minimum, usually the minimum nearest to the load.

—  Avoltage minimum is chosen rather than a maximum, since its position can be determined
more accurately.

- If the location of the stub is fixed with respect to the original voltage minimum, no
knowledge of the load impedance is needed. “"’ =

— Because of the paralleling of elements, it is most convenient to work with admittances.

—  The input admittance Y. s looking towards the load from any point on the line, may be

written as:
1 _ 1 (1-]K| Zo-2Bs
YS— ZS 50(1+|K|4¢_2ﬁ5') vee (3.14)
Writing G, = — and changing to rectangular coordinas,
Ko o | — M
1-| K cosT:-25) - j| K |sin (p—2Bs)
o= % | 141K [co3(9=2Bs)+ j| K Isin(p-285) | 1)
o - I3 %)
and upon rationalizing
1-| K[> -2j| K |sin(¢—2Bs) | - .
> : SG,+jB. ..(3.
& G°[1'+|KI2+2|K|005(¢—2BS) 7% G0

Expressing the shunt conductance as a dimensionless ratio —S. or on a per unit basis,
Go

Gs _ 1-| K [?
Gy B l+|K|2+2|K|cos(¢;2[ss) ..(3.17)

and the shunt susceptance on a per unit basis is,

_Bi{ ~2| K |sin (¢—2Bs) ] o)

Gy |1+ K *%2 K|cos(¢—2ps)
| | Scanned by CamScanner



T |
\ |
' s
o |
! |
d : I\\ % :
-1+ RN : T
1 = 1
i A E 2 % |
+ — T —— = —
-2 4 : 4
|
1
1
{
1
1

Fig. 3.5 : Admittance conditions on a line indicating proper location of the stub for |IK]=0.5

The value of g has a maximum and this maximum occurs for the value s, at which the
0
cosine term is —1 (or) ¢ — 2fBs, = - m,
.'__——h\_—
¢-2Bg,=-n
. sZ= ZB //.' ses (3.19)
At a distance s, from the load a’h -1

~—

&1*/&‘1 [JSI'
Gy __T1Kf )'_a+1kpafk)

Go, 1+|KP-21K| (- K/’
Gy _l+|K|
GO l""IKl =S .esn (3.20)

Gy .
Eo- is recognized as a point of

minimum voltage, at a distance s, from the load. |

Since this equation states that R,= % , the point of maximum
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Ata distance s, from the load it can be seen that G, =G, This is the point at which the stub
is to be connected and the value of G /G, is unity at that point.

v oK 3.21)
RIH K421 K cos (9-28s,) -
A+ KE+ 21K] cos(d - ms)—x_uﬁ
cos($ - 2‘351) = - |K] Y
cos* (- |K) = ¢ - 28, 2B
Since  cos™ (-K) =-n + cos™! K] OD/‘/,F
¢ - 2Bs, = — n + cos™! |K] d - . 322)

¢+n—cos!| K| »
5, = 28 .. (3.23)

Hence the distance d from the voltage minimum to the point of stub connection is,

Ta- 5, 5\ | . -~ (324)

Substituting 3.19 and 3.23 we get,
d+m _[¢+1t—cos"1|K|]

d =

2B 23 ]
-1 S-1 -1/ S-1\A
L cos” | — | cos!| =2 |2
d_cos |K|_ S+1 N S+1/4 -
- 2 2.2_" T '
A

The stub should then be located at a distance d measured in either dire

minimum. Ordinarily the stub is placed on the load side on that mmlmum whi
load given by:

ction from a voltage
ich is nearest to the

s-1\a
}.
-/é cos [S+1]4

d= . .. (3.25)

The input susceptance of the line at the stub location nearest

to the load can be obtained from
€quation (3.18) and equation (3.22).

- G[ 2| K sin-x+c0s™! | K

.. (3.26)
1+ K P +2| K |cos(~n+cos™!| K |)
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cos (-—n:tcos"lKl) =- K]
sin (—n:tcos"lK|)=j;,/1_K2
( 2| K | 1-K2 ]
BS

l+|K| —2|K|

2
e 20657 e

1-| K[
The susceptance of the stub required to cancel the line suscéptance must be negative of B_

The susceptance of the short circuited stub is

-Gy
tanBL

where L is the length of the short circuited stub.

By.=~ Gy cot L= ..(328)

If the stub and the line have equal G, then’

By = "iBS

G __g, '2|K|\/1—k2]

tanBL ( 1-|1KP

y 2
o 2x ]
=0

tanf3L \ ;l—lKlz

.. (3.29)

tan” +—— 2 — | .. (3.30)
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By use of the standing wave ratio existing before connection of the stub this equatlon may be
conveniently expressed as, e

A NS
L= —tan  —— “ee 3.31
2% S -1 et
This is the length of the short circuited stub to be placed d meters towards the load from a
point at which a voltage minimum existed before attachment of the stub.

] The susceptance of the line at d is then canceled and the line appears to be terminated

in a resistance of value R, at that point; it will be a smooth line between the generator
and the point of connection of the stub.

® It is also possible to place the stub ‘d’ meters towards the source from the voltage

minimum. The sign of the reatance is reversed on that side with respect to the sign for
the location nearer the load. The stub length L’ then should be

L' = A L for a short cirunited stub. ..(3.32)

2
Advantages of Short Circuited Stub:

i) Short circuited stub is preferred over an open c1rcu1ted stub because of greater ease in con-
struction. : ;

ii) Inability of open circuit stub for maintain hlgh enough insulation re51stance at the open circuit
point to ensure’fh‘ﬂﬁé“sﬁﬂ) is really open crrculted

iii) A shorted circuit stub hasa lower loss of energy due to ra,,.l!n.%on, since the short circuit can be
definitely establlshed witha lar’ : eﬂ'ectlvely stoppmg all field propagation.

e

3.7 THE CIRCI.E DIAGRAM FOR THE

Design of dissipationless line can be srmpllﬁed s1gmﬁcantly by drawmg circle diagram.
(a) Constant S Circle:

The input impedance equation for a dissipationless line may be written on a per unit basis as,

141K £9-2Bs
%= Ry [1-|K|4¢-2ﬁs]
” Ay \)
Zs 14| K|£-2Bs (541) ‘__\;ﬁ 133
Ry, 1-|K|Zp-2Ps | T ¢y -3
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f7

Zs

Since =% is complex, it is possible to write
b/ A U X
Zs —r+jx, . (3.34)
Ro ¢

r, —» rtesistance, x, — reactance.

where 7, and x_ are the values of resistance or reactance per unit of R,. Then
- \

ra+_1x 1+1K|é¢ ZBS - ... (3.35)
1\ 1-|K|4£$-2Bs '

A

The most easily measured quantity is the standing wave ratio S, and Kl= —— i§ substituted

S +1 )
in the above equation.

Using compendo and dividendo method for equation (3.35),

N+D
N-D

(ie.)

rtjx, {1 1+| K | £~ 2Bs 41| K | L6—2Bs
Ta+JXg (—1 1+ K| £0-2Bs=)+| K | £¢—2Bs
\\

o T
rg+jx,+1 /) . 1 |
e 5=l K182 TKIZ6-29s - (3.36)

s+ i, +1]|K|4¢ 2[3s-r +,x 1

[(ra+1)+jx, ]IKIA() 2Bs (r.-D+jx,
Equating the magnitudes

(\J (ra +1)2 +x§ )l K|= \’(ra.—])z +x§

Squaring on both the sides

(@ +‘> ¥ )Kz = (=] +.22
'~ o a?
( +2r +1+x )K2 -r -2r, +1+x =D
- .

—

—

p = ——————

r2 (K2 —l)+2r (K2+1)+x (1(2\f-1)+(1<2 ~1)=0
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Dividing by factor (K? - 1)

e

K2 +1
’az‘“z’a[ 3 l+x3+1=0 .. (337
K- .
\ g
S gt
We know that K —F_:
+
\ 1kr3”b
2 »
(§-1 ] 4,4) -
K?+1 \S*"l _ (S=1)%+(S+1)?
K*-1 (s_ 1 . (S =1)2 (S +1)?
\S+1
S2 /+1+52¢/+1 Tk
2.9+/,3f 25,41

ﬁ( +1)=,._7( +1)
—/S 28

K2+‘=_[(Sz+1)] / ) 338

Sub. equation (3.38) is equation (3.37),

2
A +
r3+2r‘,[—@)]+x3+1=0

5% 41 f &
+ _
Add ing( X ) on both sides,

Ca /2
\(sz+1) 5% +1 5 L (8% +1
2 -fny 7s ( 25 J ”"@:( 28 )

_ st +232 +1
452

-1
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2
[,.a _(Sz +1H _ 8% 4287 +1-457
28 48?

2
_st-28%+1 (871
4s?

2 2 2 2
i S°+1 + 2 _ S -1
Ta — 25 Xa = 28 ... (3.39)

N e =
(X-..c_j%'“/"r:{‘

This is an equation of the form
(x-cp+y=r. P .. (3.40)
which is the equation of a family of circles of radius r and with centre shifted c units from the origin
on the positive x-axis. i ’

An actual circle will have a radius,

L 8T -1 _SIS-1/s]_S-1S .. (341)
28 2§ 2 :
and a shift of the centre of the circle on the positive 7, axis, ' -
sz‘+1ézis'+1/s?‘ : i 121
= — = - ) ) soa 3.42

Fig. 3.6 : A family of constant S circles
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—» The minimum value of S is unity. The circles for § = 0 represents the 1, 0 point.
— The maximum value of S is infinity for the case of open and short circuit line termination.

— As S increases, the radius of S circle increases and the center moves to the right and for
the limiting case of § = oo, the circle becomes X_ axis.

— The line from the origin to a given point on the circle represents Zg /R, in both magnitude
and angle, with real and reactive components r, and j x’ respectively.

(b) Constant Bs Circles:
From equation (3.36) we get,

Q(r +l)+jx 1 T’j
(r,-D+jx, |K|4¢—2Bs'

(a—n+jx “
o w T, S | - 043

Rationalizing LHS of the equatioh gives,,

[0 =D+ X )iy + D = x,] K122
(r +1)2"~’: ,3/7 _I I ¢ BS

i'"'ﬁl 1,{10113 ('{a._f)

(r -)+2/x, +xa < K| 29—2Bs
(r, + l) +x
> 9\2,0}’2 X
-+ 2x T
e ey L5 K |ch-2B . G4
(r,+D)°+x; (r,+1) +x
The angle ¢ may be made zero inorder that the Bs scale may start at 0° on the abscissa.
Taking tangents of the angle on both the sides and ¢ =0, in equation (3.44).

'N;\v t

1

r [ 2x,

2 2
(ra +l)+xg_ >=tan(—2[35)
(raz—l) +ng
| (r, + 1) +x] |

tan {tan—

—

2x,
(r2 -+ x? =un(=2pe)

2x
g =D+ % = (<2ps)
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+ tan (— 0) =—tan 0
tan 2f3s

tan 2B3s
Adding the term 5 on both the sides,
tan” (2Bs) '
2x 1 1
ra2 + x: + 4+ 5 =1+ ——g
tan2Bs  tan”2Bs tan” 2Bs
y _
2 1 1
g+l X, +——— | = 1+—-2
tan 2Bs tan” 2Bs
2
r?+ [x + L ) (3.45)
a atYT—/——| =—FN—. ... (3.
tan 23s sin?2Bs - - -
The above equation is of the form :
x—-cyP+y2=r. ... (3.46)
Lines of equal Bs values are seen to be circles of radius, r = : 1™ with a shift of center
sin 2[3s -
downwardonmexaaxis, &= ;
tan 2f3s
1.5 o : _
\ ] 0 :
A W LL e
1t LN / /;
“"ég.‘ SRETT
-:.--b Y ‘\\\ H / pid
O 5 -.JJO.,O~.. ~\\ \\\\\ E ,' /l
F_Jgg---s‘\\\:\\‘\ " ”l ”,4 .
Xa‘\——a_.;h;:i&_’.:/' | . 180 r
:'.:qfl.f?:ﬁ(f:"’:\: e, 2 i &
-0.5 1 80577 1N T
ot 0,/ P \ A
—————— ’50' l/ '4‘ ‘\‘ \“
T 4> / ‘. \
------- A0 120" \qe°
—15 T ’I’ :' ‘.

Fig. 3.7 : A family of constant Bs circles
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Drawback of Circle Diagram:

1)

Constant S circles and s circles are not concentric which makes it difficult to interpolate the

circles.

circle diagram can be used for the limited range of the impedance values with reasonable,

2)
practical chart size. —_—

Applications of Circle Diagram:

1) To find input impedance of a line of any chosen length.

7) Tofind the input admittance of a length of a line.

3.8 SMITH CHART

It is a modified form of the circle diagram. Smith chart is a special
constant resistance circles, constant reactance circles, circles of constant
transmission line and waveguide problems. ' 3

_y Smith Chart is the most useful graphical tool for solvmgwgroblems very easily
which would be difficult to solve by analytical methods : |

polar diagram containing
SWR and used in solving

—» The Smith Chart is obtamed as follows

The mput impedance of a d1551patlonless lme 1s

~ [l+|K|£¢ 2Bs]

C\K | Zb—2Ps
7. [1+|K]126-2Bs |
Rz [—|K|A¢ 2&«:] | ‘...(3.4.7.)

Z .
Normalized impedance ’EE‘ is a complex quantity and can be expressed as r, +j X,

 1e|K| Z6-2Bs
%”"”x" “1o|K| Z6-2Bs .. (3.48)

The quantity | K| Zo- 2[33' is a complex quantity and let it be given by,
| K| £6-2Ps =u+jv

Zs _ 1+u+Jjv)
=r, +_1xa 1-—(u+jv)
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On rationalizing the above equation,

(l+“)+jv (1=-u)+ jv
(I=u)-jv (1+u)+_[v

Pa+JjX, =

l—u+jv+u u +jz)v+jv _[/lv-i-_]v
/
(1-u)? +v?

l—uz—v2+2jv

A-u)® +v*

1_u2 "‘V2 2v. * Frd oo
TatJX, = g A B ¥ SR TR T RS20 6.49)

Equatingrealand imaginaryparts, .
1_'.”2.-;;‘,2;;';;-;__\;t_)/;—;‘:_,>_r:';‘_. :,:?_-,,g .

Ta™ (l—u_)2+v

a) Constant Resistance Circles: From equatlon of r we have [eqn 3 50]
r(1-uP+W=1-w2-v¥ | g
r([l—2u+uz]+vz)—1—-u2 v2 | S
r, - 2ur, +u2r+v2r_1-u2. v2 L
@ (1+r) - 2ur, +v2(1+r) YR A -

Dividng throughout by (1+ r_)

'.’42-214( L )+v2=l“r¢'

l+ra‘

2
Completing the square b¥ adding ( Ta ] on both the sides, we get

l+ra

r r 2 l 2
W -2u 4 )"'[ = ) +v2= “Ta + Ya
1+, l+r, 1+7, 1+7,
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r 2 1 2
u——= +v2 = ) ,
( » 14 ra) (1 + r. ) - o (352)

Equation of a circle: (x - c)? + )2 =2, Equatlon (3.52) represents the equatlon of a circle, r
is the radius, centre is shlﬁed c units from the origin. - ¢ &N 5

o T G e ) 1
The above equation (3.52) represents the equ_at_ion of a circle of radius ( )and

1+r,
e (- 0).
1+r, »

Fig. 3.8 : Constant r, Circles

b) Contant Reactance Circles:
From the equation of x,, equation 3.51
x[(1 - uf + V] =2v
x[1-2u+uw+v]-2v=0.
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Dividing throughout by x,
2v
1-2u+w@+v-"T"=0

a

2v
(-1 +¥ =~ =0.

Adding 'IT on both sides,

xa
2v 1 1
-1+ —t ===
u-1)7 X, xz xg
(5 2 [
(u—12+ Ve— | =— .. (3.
) ( ) L | 6.53)

1 ]
The above equation represents a family of circles of radius = S and centre c = (1 J ;‘J ,

a a

Fig. 3.9 : Constant reactance circles [x.’— circles]

. The superposition of constant resistance circles and constant reactance circles forms the
Smith chart.

¢) Constant S-Circles: Consider the equation (3.52)

2 2
l+r, l+r, ) -
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Assume V=0, centres of all the S circles lie on the horizontal real axis of the smith chart. .

2 2 %5
Uu- 'a = 1
( = ,.a) [1 " ,.J ... (3.54)

r
u- 9 =+ 1
1+r, 1+r,
u= L: . 1 =ra:tl

1+ra l+ra 1+ra

ra+1 ra-.l
u= _1+ra (or) 147,

ie, u=1 (or) TaZl, ' .. (3.55)
l+r, - |

r, —1

1+7,

Consider u =

1-u r,+1-(@,-1)

+u _ r+147, -1 by Compendo-Dividendo Method.

W % | .. (3.56)
1-u 2 S

But u + jv = |K|Zp—2Ps, since ¥'=0.

u=|K| | - (3.57)
Substituting the value in equation 3.56 we get,
L+ | K] - (3.58)
=10k S.

The constant S circle can be drawn with radius equal to distance between the centre of the

Smith chart and the point r, = S. The constant S circle cuts the horizontal axis at point 7, = S on the

1 3
right hand side of the centre while at point7, = ¢ to the left hand side of the centre.
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;pllcations of Smith Chart:
il Plotting of impedance.
1) Finding the input impedance of the line.
VSUR

3) Measurement of voltage standing wave ratio.

4) Measurement of reflection coefficient K [magnitude and phase].

5) Impedance to admittance conversion.

3/9/SINGI.E STUB MATCHING USING SMITH CHART

— s —
/ i
2

L

Fig. 3.10 : Single Stub Matching

The stub is connected in parallel with the line, hence it is convenient to work with admittances.
Following are the steps to be followed while using smith chart for single stub matching analysis:

(1) First locate the normalized load impedance point on the smith chart, say point P.

(2) Draw a constant S circle with center of the chart O as the center and OP as radius.

(3) Locate the point Q, diametrically opposite to P. The point Q is the normalized load admittance.

(4) Locate the point of intersection of constant S circle with (L = 1] unit conductance circle
Go

8,= 1. There are two points of intersection. Take R the po; i
ovi . e point of i
moving from Q towards generator. po Intersection nearer to Q, when

® Measure tl.1e distance between Q" and R’ by moving from Q to R. (i.e) from load to geners-
tor. This distance corresponds to the distance (s) from the load at which the stub is connected.
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(6) The susceptance atpoint R is + jb of the line at the point of stub connection. This suscepinnce
must be resonated by the stub line having a susceptance of Fjb. £

(7) The subsceptance of the stub is marked at intersection of S= « circleand F jb susceptance
circle. This point is denoted as T. —

(8) The length of the stub L is measured by moving from the short circuit end (extreme right) to

pointT.
-\6;‘ Distance of the stub from the load
£ _ Unit Conductance o

Circleg;=1

Open
Circuit

» V;Short circuit

=> Length of the short ctrcuuted stub

: Fig 3 11 Slngle stub matching usmg Sm|th Chart
IntheFlgureS 1, e n :

P represents normalized load tmpedance pomt e

Q represents normalized load admlttance pomt _,_4 - 1}-_ Pl

R represents intersection of constant S circle and with conductance circle.

T repre fits intersection of § = « circle and ¥ jb susceptance circle.
S}}IB MATCHING

)/ 6’5’//50(“

7 leltatlons of Smgle Stub Matching

‘\____——'

i) The stub has to be located at a definite pomt on the lme(Smgle stub is adequate for a openwire

line. For coaxial lines, placement of stub at exact point is dlfﬁgllt?, _
. \~\_‘ , . ) = - .
i) Two adjustments werk required in single stub, these being the location and length of the stub.

iii) This technique is suitable for fixed frequency only. If frequency changes the location of the
stub has to be changed.

e e e i

To overcome this difficulty, double stub impedance matching is used. In this system, two
different short circuited stubs are used for impedance matching, location of the stubs is arbitrary

T

A
and the spacmg between the two stubs is made e
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The spacing d, is frequently made (), /4). A spacing of (3 A./8) is also sometimes used, if the
2

first stub is to be located very near to the load. () /2) spacing is avoided becuase it places the two
stubs effectively in parallel at the same point.

e— d; —k—d,—i
2 N\

L
LS 54
W
7
[

%

Fig. 3.12: Mustrating double stub matching

Let the first stub whose length is I, be located at the point 11’ at a distance d, from the laod
md. > 72 :

The input impedance at any point on the line is given by:

/"Z =7 [ZR +.’Za tanBs:l

~ S

Substituting all these expressnons into the expression for Z we get

<y

(_1} 1
+— jtanh
1|yt e pe
Y, Y 1 1
—....+-_
k7 YRJtanth-
v 1.
1+XR - A\
1 +Yo Jtanhfs | . \ 4‘,!
7YY (by multiplying and dividing by Y, )
; OL Y"‘jtanth SV
0 J
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YR y
Y Y + jtans

5
= 0

Y Y S
° 1+R jtanBs '
Y, o ComS
Y j,)’,qnj,' 3
We have 3~ =Y. = normalized in '
Y, put admittance
YR .
Y =Yy = normalized load admittance
, Y.+ jtanPBs
o 1 'yR tanBs
Rationalizing, we get % j ‘ :
— Ty
_ (J’R'+J' tan Bs)(lgjy tan 3s)
= e >
(1+ iy Jj tanpS)( =]y tanPs)
Ve — JYVs tan Bs+jtan Bs+y, tan’ Bs
Ys=
_ 1+ tan’ Bs ;
o \fM (;
_ (1+teli¥2 Bs) , (=73 tans
1+ 2 tan’ Bs 1+yR tan’ Bs
At point 11', we have s = d: Substitﬁting we get
1+tan’Bd,) .(1-y3)tanPd
y =2 ; zB ), ¢ 2 =g, +h, .. (3.59)
s 14y, tan” Bd, 1+ y; tan” Bd,

When a stub having a susceptance of + b,, is added at this point, the new admittance value
will be

=8 +Jjb A ... (3.60)
where b'=b + b, and g, remains unchanged.

Now the input admittance of the line looking toward the load at 22’ location should be:

Y,=G, .. (3.61)
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Or the line should anpear terminated in its characteristic impedance at that point. Thus, the
22' point should be at a location on the line having normalized admittance of:

Y

Y22' = Gs =1 i b22' cee (3.62)

o

The g =1 circle on the Smith chart will be in the locus of all such admittance resonated by ,
stub of susceptance F j b,, to give the desired normalized admittance (Y /G ) =1 at 22’ on the
line. Two cases are considered.

Case (i): Quarter-Wavelength spacing between two stubs (d, = ) /4)

The transformer formed by the quarter-wave line between 22’ and 11' will transform al|
admittances which will lie on a second locus circle B found by displacing each point of circle A

anticlockwise by a quarter wavelength ont he chart (180° rotation of the chart). This second locus
circle B is indicated in the Figure 3.13. ' -

e—2 —fe—d; —
o 2 SMITH CHART
2 1 o
2 ,/
| YR / Circle-B '\ ‘/ Circle-A
, * )J4—1>800 N [g = 1 Circle]
zr 1: \

(a)

(b)

» the quarter wavelength line will

B ' 22" which will plot on the locus circle A and will
have a value y,, =1 + jb,,. Stub-2 can then resonate the admittance at 99’ to the desired value
(Y/G,) =1+ 0 for properly terminating the main line to the left of 22’ .
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In this case, there is a restriction ont he value of g, conductance. The largest conductance:

component that can be transformed on to circle B s g, = 1. If g, is greater than 1, then that g,
sircle never cuts the B circle. If g, > 1, then a point on the line toward the source having normalized
conductance less than | must be selected for connection of the stub. Such a point will be available

: . 1
since normalized conductance varies between S and S in a (\/4) distance along the line.

Case (ii) : Three-eighth’s wavelength spacing between two stubs (d,=3)/8)

When (A./4) spacing is not suitable, the same procedure holds good by drawing a different
locus circle B. The desired circle B is now drawn by rotating circle A through (3/8) A (= 270°)
counter clock-wise as shon in Figure 3.14 (b). Now the diameter of'the circle B will project verti-
cally downwards from the centre of the chart.

d,=3\/8

7 :

2 S5

o— ‘K s :
|

r - -
—— -

= N

L OMB 0’ Circle-A
[g =1 Circle]

@

(b)

Fig. 3.14: (a) Double stub matching with d, = (3, 18)
(b) Corresponding Smith chart
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smith Chart for Double Stub Matching:

Looking at terminals {1’ towards the load, the normalized admittance y, is given by
¥, =0.5 A j 1.0. Design a double-stub matching system with (A /4) spacing between the stubs,

Solution:

1. The given admittance y, is plotted as point A on the Smith chart of Figure 3.15 as shown.

o* . 3

—-\ ;;Y‘:?':: N
: 3
\ g
X 7
4 = B
- - Y
£ il
HR
-
¥ s
*HE grtiHe T e It EE 3
{g P =csisrauce :u—an-(-x("..).oncmm}uuu COme ,(_'!._) 1
x Re
g~ Ay > 2
i : p

o
av o‘ \
e
N
s 3~
()
)
dip
- < "o

/ .
.
o-:’. X
L
‘.
.°+
\‘ )
o
~
2
«

e ("“(/

glﬁje 9 ~

t g %3.3 .  32e 5 RADIALDY  SCu g0 PARAMETERS l
et WL IEIE RN A TR ;
|: s8¢ ¢ ; Youaro Loag T T TYVL JUUIL JVUR. UK JOUUL JUUIR VR 1 4
zBEe = 4 ] P 3 *n g is; 3 AL SN S e o o, 4 AR S8 2 2 o §=
.Ev yhddya ;::I'A'A N ’ s 3 3 s 1 ‘ 3 8 8 57‘-“ ’
P:‘” M A s s e - ML, AU A AR N A i b
1 g s b = | a4 ',l'A Thedy—dh A a2 Ay ? o g Fu. F S e Azl
. Tz oz o e g g i3 8] 8
CENTER ° E & &8 s 8 i1 i

Fig. 3.15: Chart for Double Stub Matching
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7. Stub-1 adds a susceptance in parallel and this must change y, to a value y, . which lies on the

locus circle B. Stub-1 cannot alter the conductance. Hence the constant conductance path from
point A locates point P on circle B. At point P, Y, =0.5 - j0.5.

Thus stub-1 must contribute a susceptance of b,.=+0.5. This value of capacitive susceptance

is plotted as point D on the chart. The length /, of the stub-1 is the distance of point D from the
short circuit point C in clockwise direction.

-. From the chart, / =(0.25 + 0.074) 3 or [ =0324 ).

3. Ify, has a conductance greater than 1, a constant conductance circle from ¥, plot would miss
circle B and point P cannot be established, which confirms the limitations on conductance.

d,=0.25 2
2 N\ 7T A :
I
I
I
YR
) 1
|
2’ 1\ ' -

(N T .

,=0.125% \ [>1;=0.3241 \ [—> Stub-1

Fig. 3.16 : lllustration double-stub matching

4: The section of line between points 11' and 22' changes the admittance at 11" to that of 22" along
a constant-S-circle. The admittance at 22' on the line, without stub-2 connected, can be read
from the chart at point Q on g = 1 circle as shown in chart of Figure 3.16. At Q,

y,, = 1.0 +j 1.0.

3. Stub-2 can be the adjusted to providemd\u?ﬁ(e susceptance of b,,, = —1.0, after which the
admittance at 22' will be 1 +j 0 and the main line to the left of 22" will be properly terminated.

6. The inductive susceptance of b,, = — 1.0 is plotted as point E on the chart of Figure. The length
I, of the stub-2 is the distance of point E from the short-circuit point C in clock-wise direction.

From the chart, 1, is read as
L= (0.375 — 0.25) A or [,=0.125 ). _
-

The complete configuration of double stub matched system is shown in Figure 3.16.
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272 Chapter 6 * Actlve RF Components

Chapter 6 provides a concise summary of the most important semiconductor fun-
damentals that are encountered at high frequencies.

By analyzing the pn-junction and the Schottky contact, we gain a more complete
picture of electronic circuit functions that form the foundation of rectifier, amplifier,
tuning, and switching systems. In particular, the metal-semiconductor interface is
shown to be especially useful for high-frequency operations. It is the RF domain that
has seen many specialized diode developments. Chief among them are the Schottky,
PIN, and tunnel diode, to name but a few.

Next, our attention is turned toward the bipolar and field effect transistors, which
are more complex implementations of the previously investigated prn-junction and
Schottky contact. We learn about the construction, functionality, temperature, and noise
performance of the bipolar and the metal-semiconductor field effect transistors.

6.1 Semiconductor Basics

6.1.1 Physical Properties of Semiconductors

The operation of semiconductor devices is naturally dependent on the physical
behavior of the semiconductors themselves. This section presents a brief introduction to
the basic building blocks of semiconductor device modeling, particularly the operation
of the pn-junction. In our discussion we will concentrate on the three most commonly
used semiconductors: germanium (Ge), silicon (Si), and gallium arsenide (GaAs). Fig-
ure 6-1(a) schematically shows the bonding structure of pure silicon: Each silicon atom
shares its four valence electrons with the four neighboring atoms, forming four covalent
bonds.

In the absence of thermal energy (i.e., when the temperature is equal to zero
degree Kelvin [T°K = 0 or 7°C = -273.15, where T°K = 273.15 + T°C}) all elec-
trons are bonded to the corresponding atoms and the semiconductor is not conductive.
However, when the temperature increases, some of the electrons obtain sufficient
energy to break up the covalent bond and cross the energy gap W, = W o-W,, as
shown in Figure 6-1(b) (at room temperature T = 300°K the bandgap energy is
equal to 1.12 ¢V for Si, 0.62 eV for Ge, and 1.42 eV for GaAs). These free electrons
form negative charge carriers that allow electric current conduction. The concentration
of the conduction electrons in the semiconductor is denoted as n. When an electron
breaks the covalent bond it leaves behind a positively charged vacancy, which can be
occupied by another free electron, These types of vacancies are called holes and their
concentration is denoted by p.

Electrons and holes undergo random motion through the semiconductor lattice as
a result of the presence of thermal energy (7 > 0°K). If an electron happens to meeta
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Free electron \Condzction band
&
W,.
6\ C @
=
W, Forbidden Band | ©
or Bandgap §
12
3 W, | &

Hole /Va'lence band

(b) Energy band levels

(a) Planar representation of covalent bonds

Figure 6-1 Lattice structure and energy levels of silicon.
(a) schematic planar crystal arrangement with thermal breakup of one valent bond

resulting in a hole and a moving electron for T > 0°K.
(b) equivalent energy band level representation whereby a hole is created in the
valence band W, and an electron is produced in the conduction band W, The energy

gap between both bands is indicated by W,

hole, they recombine and both charge carriers disappear. In thermal equilibrium we
have equal number of recombinations and generations of holes and electrons. The con-

centrations obey the Fermi statistics according to
- WC . WF..

n = Ncexph T (6.1a)
_ W ___W -
p = Nyexp| ——— 4 (6.1b)
where
* 2.3/2
Ney = 2(2m, pnkT/h ) (6.2)

- are the effective carrier concentration in the conduction (N.) and valence (Ny)

bands, respectively. The terms W and W denote the energy levels associated with
the conduction and valence bands and W, is the Fermi energy level, which indicates

. the energy level that has a 50% probability of being occupied by an electron. For

intrinsic (i.e., pure) semiconductors at room temperature the Fermi level is very close
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to the middle of the bandgap. In (6.2), m; and m), refer to the effective mass of elec-
trons and holes in the semiconductor that are different from the free electron rest mass
due to interaction with the crystal lattice; & is Boltzmann'’s constant; # is Planck’s con-
stant; and T is the absolute temperature measured in Kelvin.

In an intrinsic semiconductor the number of free electrons produced by thermal
excitation is equal to the number of holes (i.e. n = p = n;). Therefore, electron and
hole concentrations are described by the concentration law

np = n’ (63)
where n; is the intrinsic concentration. Equation (6.3) is true not only for intrinsic but
also for doped semiconductors, which are discussed later in this section.

Substitution of (6.1) into (6.3) results in the expression for the intrinsic carrier
concentration:

Weo— Wy W

n;, = Mexp[—w} = mexp[—ik—;{} (6.4)

The effective electron and hole masses as well as the concentrations N, Ny, and
n; for T = 300°K are summarized in Table 6-1 and are also listed in Table E-1 in
Appendix E.

Table 6-1 Effective concentrations and effective mass values at 7= 300°K

Semiconductor mi/mg | mi/my |Ne(em™) | Ny (em™)| n; (em™)
Silicon (Si) 1.08 0.56 2.8x10"" 1.04x10*° | 1.45x10'
Germanium (Ge) 0.55 0.37 1.04x10"° 6.0x10'8 2.4x10"
Gallium Arsenide (GaAs) 0.067 0.48 4.7x10" 7.0x10'8 1.79x108

Classical electromagnetic theory specifies the electrical conductivity in a material
to be 6 = J/E, where J is the current density and E is the applied electric field. The
conductivity in the classical model (Drude model) can be found through the carrier con-
centration N, the associated elementary charge g, the drift velocity v, and the applied
electric field E:

¢ = gNv,/E (6.5)

In semiconductors, we have both electrons and holes contributing to the conductivity of
the material. At low electric fields the drift velocity v, of the carriers is proportional to



Ssmiconductor Basics 275

the applied field strength through a proportionality constant known as mobility L.
'~ Thus, for semiconductors we can rewrite (6.5) as
G = gny, +qpH, (6.6)

t where i, , 1 p are the mobilities of electrons and holes, respectively. For intrinsic semi-
' conductors we can simplify (6.6) further by recalling that n = p = n,, thatis,
.5_

.- W
: o = g, +1,) = g /NCNVexp[—ﬁ](un+up) 6.7)

RF&MW—

Example 6-1: Computation of the temperature dependence of
the intrinsic semiconductor conductivity

It is desired to find the conductivities for the intrinsic materials of
Si, Ge, and GaAs as a function of temperature. To make the compu-
tations not too difficult, we assume that the bandgap energy and the
mobilities for holes and electrons are temperature independent over
the range of interest —50°C < T'<200°C.

Solution:  As a first step it is convenient to combine into one
parameter oy(T) all factors without the exponential term in (6.7);
i that is,

oy(T) = q,\/Nch(l-ln + ll,,)
where electron and hole mobilities are found from Table E-1:
1, = 1350(Si), 3900(Ge), 8500(GaAs)
h, = 480(Si), 1900(Ge), 400(GaAs)
: All values are given in units of sz/ (V-s). No, Ny are com-
puted according to (6.2) as

T 3/2

This leads to the form

W T \3/2 W
c = cO(T)exp(-—zT;j = q(un+up)n/Nch(g—00] eXP[—f,"g;—v)
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where the bandgap energy W, = W—- W, is, respectively, 1.12 eV
(S1), 0.62 eV (Ge), and 1.42 eV (GaAs). The three conductivities are
plotted in Figure 6-2.

10°

10° t

Conductivity o, Q 'cm™

-50 0 50 100 150 200 250
Temperature, ' C

Figure 6-2 Conductivity of Si, Ge, GaAs in the range from —-50°C to 250°C.

The electric properties of semiconductors are strongly influ-
enced by the ambient temperature. In this example we have
neglected the temperature dependence of the bandgap energy, which
is discussed in Chapter 7. Knowledge of the temperature behavior of
active devices is an important design consideration where internal
heating, due to power dissipation, can easily result in temperature
values exceeding 100—150°C.

A major change in the electrical properties of a semiconductor can be initiated by
introducing impurity atoms. This process is called doping. To achieve n-type doping
(which supplies additional electrons to the conduction band) we introduce atoms with a
larger number of valence electrons than the atoms in the intrinsic semiconductor lattice
that they substitute. For instance, the implantation of phosphorous (P) atoms into Si intro-
duces loosely bound electrons into the neutral crystal lattice, as shown in Figure 6-3(b).
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Valence band Valence band Valence band

(@) Intrinsic {b} ntype (c} p-type

Figure 6-3 Lattice structure and energy band model for (a) intrinsic, (b} n-type,
and (c) p-type semiconductors at no thermal energy. Wy, and W, are donor and
acceptor energy levels.

It is intuitively apparent that the energy level of this “extra” electron is closer to
the conduction band than the energy of the remaining four valence electrons. When the
temperature is increased above absolute zero, the loosely bound electron separates from
the atom, forming a free negative charge and leaving behind the fixed positive 1on of
phosphorous. Thus, while still maintaining charge neutrality, the atom has donated an
electron to the conduction band without creating a hole in the valence band. This results
in an increase in the Fermi level since more electrons are located in the conduction
band. Contrary to the intrinsic semiconductor (n;, p;) we now have an n-type semicon-
ductor in which the electron concentration is related to the hole concentration as

n,= Np+p, (6.8)

where N, is the donor concentration and p, represents the minority hole concentra-
tion. To find n, and p, we have to solve (6.8) in conjunction with (6.3). The result is

) 2
:ND+ Np+4n; (6.92)

7 2

n
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2 2
~Np+ JN% +4n 69

Pp = 2

If the donor concentration N, is much greater than the intrinsic electron concentration
n;, then

n,=~Np (6.10a)

“Np+Np(1+2n /N7) n 6100
pn = = .
2 Np

Let us now consider adding impurity atoms with fewer valence electrons than the
atoms forming the intrinsic semiconductor lattice. These types of elements are called
acceptors, and an example of such an element for the Si lattice is boron (B). As seen in
Figure 6-3(c), one of the covalent bonds appears to be empty. This empty bond introduces
additional energy states in the bandgap that are closely situated to the valence band.
Again, when the temperature is increased from absolute zero, some electrons gain extra
energy to occupy empty bonds but do not possess sufficient energy to cross the bandgap.
Thus, impurity atoms will accept additional electrons, forming negative net charges. At
the sites where the electrons are removed, holes will be created. These holes are free to
migrate and will contribute to the conduction current of the semiconductor. By doping the
semiconductor with acceptor atoms we have created a p-type semiconductor with

py = Ny+n, (6.11)

where N, n, are the acceptor and minority electron concentrations. Solving (6.11)
together with (6.3), we find hole p, and electron n concentrations in the p-type semi-

p
conductor:
2 2
N, + ./N + 4n;
p, = A . (6.122)
—N,+ ,/Ni +4n?
n, = 5 (6.12b)
Similar to (6.9), for high doping levels, when N, » n;, we observe
p,=N, (6.13a)

) ~_NA+NA(1+ZH?/N,24) _ _’i (6.13b)
P 2 - N, |
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Minority and majority concentrations play key roles in establishing the current
flow characteristics in the semiconductor materials.

6.1.2 PN-Junction

The physical contact of a p-type with an n-type semiconductor leads to one of the
most important concepts when dealing with active semiconductor devices: the pn-junc-
tion. Because of the difference in the carrier concentrations between the two types of
semiconductors a current flow will be initiated across the interface. This current is com-
monly known as a diffusion current and is composed of electrons and holes. To sim-
plify our discussion we consider a one-dimensional model of the pn-junction as seen in
Figure 6-4.

_ Electric field
p-type n-type
~ s ™~ - B
Hole - Ir +++ Electr
diffusion™~N_==*—1— I+t ectron
= F+ 4+ AR
current \_J.\* » 11 4+ diffusion
- /@/ current
- - —t— tt+
= +4+

{
{

Space | Space
charge | charge

R

T X

x=0
Figure 6-4 Current flow in the pn-junction

The diffusion current is composed of I, and I, components:
L

_ _ dn dp
Idlff -_— Indiff + Ipdiff -_ QA(DnIx + DPZ;) (6.14)

where A is the semiconductor cross-sectional area orthogonal to the x-axis, and D,,
D p are the diffusion constants for electrons and holes in the form (Einstein relation)

Dy p = Hnpg = P pVr (6.15)

The thermal potential V, = kT/q is approximately 26 mV at room temperature of
300°K.

Since the p-type semiconductor was initially neutral, the diffusion current of holes
- is going to leave behind a negative space charge. Similarly, the electron current flow
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from the n-semiconductor will leave behind positive space charges. As the diffusion
current flow takes place, an electric field E is created between the net positive charge in
the n-semiconductor and the net negative charge in the p-semiconductor. This field in
turn induces a current I = GAE which opposes the diffusion current such that
I+ 144 = 0. Substituting (6.6) for the conductivity, we find

Ip = qA(np, + pU)E = 1, +1, (6.16)

Since the total current is equal to zero, the electron portion of the current is also equal
to zero; that is,

dn dV) -0 ©6.17)

dn

Indm+ InF = qD"Aa +gnp AE = qunA(VTa—n-a—;
where the electric field E has been replaced by the derivative of the potential
E = -dV/dx. Integrating (6.17), we obtain the diffusion barrier voltage or, as it is
often called, the built-in potential:

V ite " n,
dV = Vg = V| n'dn = Vrln(—j (6.18)
nP

n

0 b4

where again n,, is the electron concentration in the n-type and n, is the electron con-
centration in the p-type semiconductor. The same diffusion barrier voltage could have
been found had we considered the hole current flow from the p to the n-semiconductor
and the corresponding balancing field-induced current flow 7, . The resulting equation
describing the barrier voltage is

Vs = Vrln(&’) (6.19)
Px

If the concentration of acceptors in the p-semiconductor is N, » n; and the é:oncentra-
tion of donors in the n-semiconductor is N » n;, then n, = Np, n, = n;/N,, see
(6.13b), and by using (6.18) we obtain

N N
Vi = VTln( 2 D] (6.20)
n

i

Exactlyzthe same result is obtained from (6.19) if we substitute p, = N, and
P, =n;/Np.
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Example 6-2: Determining the diffusion barrier or built-in
voltage of a pn-junction

For a particular Si pn—jjunction the doping concentrations are given
tobe Ny = 10"*cm™ and N? = 5% 10”cm™ with an intrinsic
concentration of n, = 1.5 X 10 %¢m™ . Find the barrier voltages for
T = 300°K.

Solution:  The barrier voltage is directly determined from (6.20):

NN N, N
Vi = VTln( 4 D] = ’fln{ 2 D] = 0.796 (V)

n? q -

i I

We note that the built-in potential is strongly dependent on the dop-
ing concentrations and temperature.

For different semiconductor materials such as GaAs, Si, Ge,
the built-in voltage will be different even if the doping densities are
the same. This is due to significantly different intrinsic carrier con-
centrations.

If we want to determine the potential distribution along the x-axis, we can employ
Poisson’s equation, which for a one-dimensional analysis is written as

dV(x) _ p(x) _ _dE

(6.21)

where p(x) is the charge density and €, is the relative dielectric constant of the semi-
conductor. Assuming uniform doping and the abrupt junction approximation, as
shown in Figure 6-5(b), the charge density in each material is

p(x) = —qN,, for —d,<xs 0 (6.22a)
p(x) = gNp, for 0<x<d, (6.22b)

where d, and d,, are the extents of the space charges in the p- and n-type semiconduc-
tors.
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Figure 6-5 The pn-junction with abrupt charge carrier transition in the absence of
an externally applied voltage.
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Figure 6-5 The pn-junction with abrupt charge carrier transition in the absence of
an externally applied voltage. (Continued)

The electric field in the semiconductor 1s found by integrating (6.21) in the spatial
limits —d , < x < d,, such that

‘; A(x+d,), for -d,<x<0
E(x) = r &dx =J &% (6.23)

N
~2(d,~ ), for 0<x<d,
r 0

The resulting electric field profile is depicted in Figure 6-5(d). In deriving (6.23)
we used the fact that the charge balance law demands that the total space charge in the
semiconductor equals zero, which for highly doped semiconductors is equivalent to the
condition

Niy-d, =Np-d, (6.24)

To obtain the voltage distribution profile we now carry out the integration of
(6.23) as follows:
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[ gN
:8:(x+dp)2’ for —dprSO
Vix) = — ‘[‘ E(xydx = | 260 629
_d“’ g 2 2. gNp )
~Ahe o - <x<
i 25rsO(NAdp+Nan) ZBrSO(d" x)°, for 0<x<d,

Since the total voltage drop must be equal to the diffusion voltage Vg, it is
found that

2 2
qNAdp + qNan

6.26
2e.e, 2g,8, (6.26)

Vid,) = Vg =

Substituting d, = d,N p/ N, and solving (6.26) for d,,, we obtain the extent of the
positive space charge domain into the n-semiconductor:

2eV ;o N V2
d, = “‘“—*“(——1—) 627)
7 N,\N,+N,

where € = £4€, . An identical derivation involving d, = d,N /N, givesus the space
charge extent into the p-semiconductor:

26V 4N i
d ={ F D(—L—j} (6.29)

q N_A Ny+Np

The entire length is then the addition of (6.27) and (6.28):

26V 1 1Y

We next turn our attention to the computation of the junction capacitance. This is
an important parameter for RF devices, since low capacitances imply rapid switching
speeds and suitability for high-frequency operations. The junction capacitance can be
found via the well-known one-dimensional capacitor formula

c="%4
dg

Substituting (6.29) for the distance d, we express the capacitance as

1/2
N.,N
_ gt AYD
¢= A{zvdiﬁNA +ND} (6.30)
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If an external voltage V, is applied across the junction, two situations arise that

explain the rectifier action of the diode, as shown in Figure 6-6.

2 n fZ n
— - ++ | | Sk
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Space charge distribution in the pn-junction
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Electric field distribution in the pr-junction
vV V
A [
7
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7 Ipdriﬂ' N’
: = Yo x ol | » X
—d, d, —d, d,

Voltage distribution in the pn{unction

(a) Reverse biasing (V, < 0) (b) Forward biasing (V, > 0)

Figure 6-6 External voltage applied to the pn-junction in reverse and forward

directions.

The reverse polarity [Figure 6-6(a)] increases the space charge domain and pre-
vents the flow of current except for a small leakage current involving the minority car-
rier concentration (holes in the n-semiconductor, and electrons in the p-semiconductor).
In contrast, the forward polarity reduces the space charge domain by injecting excessive
electrons into the n- and holes into the p-type semiconductor. To describe these situa-
tions, the previously given equations (6.27) and (6.28) have to be modified by replacing

the barrier voltage V g with V4 — V4 thatis,

p

q N,

1
1 )2
N,+Np

(6.31)
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1
g = 2V an" VA)N“"( ! ) i 6.32)
" g N\N,+Np '

which leads to a total length of the space charge or depletion domain
1

_|2eVag-Vor1 1 2
dg = { : ( -t ND)} (6.33)

Depending on the polarity of V,, we notice from (6.31)-(6.33) that either the space
charge domain is enlarged or diminished.

RF &M W

Example 6-3: Computation of the junction capacitance and
the space charge region length of a pn-junction

For an abrupt pn-Junctlon Sl semlconductor at room temperature
(¢, = 11.9, n; = 15X 10" cm” ) with clonor and acceptor con-
centrations equal to Np = 5X 10” em™ and N, = 10" em™,
we desire to find the space charge regions &, and d, and the junc-
tion capacitance at zero biasing voltage. Show that the depletion-

layer capacitance of a pn-junction can be cast into the form

V, 172
c, cm(l am)

and determine C . Sketch the depletion capacitance as a function
of applied voltage. Assume that the cross-sectional area of the pn-

junction is A = 10~ em®.

Solution:  We return to the capacitance expression (6.30) where
we introduce the applied voltage V 4. Thus,

A[ gt NNp }1/2
2V45(1 - V4 / Var) Ny + Np

which is immediately recognized as the preceding formula, if we set

C,; =
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N.N.. 1172
Cpo = A[ qe AYD }
2V N+ Np
Substituting Vg = VTln(NAND/nf) = 0.6159 V, it is found
For the space charge extents we use (6.28) and (6.29):

/2
2eV 5N 4 1 :

172
4 = 2£Vdiff}£)( | )
P g NANy+Np,

The dependence of the junction capacitance on the applied voltage
is depicted in Figure 6-7.

0.8214um
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05 4 3 2 | 0 1
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Figure 6-7 The pn-junction capacitance as a function of applied voitage.

In Figure 6-7 the junction capacitance for applied voltages
near the built-in potential will approach infiniry. However, in reality
the value begins to saturate, as further discussed in Chapter 7.
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For the current flow through the diode we list the Shockley diode equation, which
is derived in Appendix F:

1=y =) (6.34)

where I, is the reverse saturation or leakage current. The current-voltage character-
istic, often called the I-V curve, is generically depicted in Figure 6-8.

Iy 4

20 -15 -i.0_-05 0.5 1.0 1.5 2.0

Figure 6-8 Current-voltage behavior of pn-junction based on Shockley equation.

This curve reveals that for negative voltages a small, voltage independent, current
-, will fiow, whereas for positive voltages an exponentially increasing current is
observed. The function shown in Figure 6-8 is an idealization since it does not take into
account breakdown phenomena. Nonetheless (6.34) reveals clearly the rectifier prop-
erty of the pn-junction when an alternating voltage is applied.

The existence of the depletion layer or junction capacitance requires a reverse-
biased pn-junction diode. This implies, with reference to Example 6-3, the condition
that V, < V 4 . However, under forward bias condition we encounter an additional dif-
fusion capacitance due to the presence of diffusion charges Q, (minority carriers)
stored in the semiconductor layers which become dominant if V4 > V g . This charge
can be quantified by realizing that the charge @, can be computed as diode current /
multiplied by the transition time of carriers through the diode T, or

V.V

Q, = Ity = 1ply(e 1) (6.35)

It is apparent that the diffusion capacitance assumes a nonlinear relation with the
applied voltage and the junction temperature. The diffusion capacitance is computed as



Semiconductor Baslcs 280

dQ, [T v, /v,
Cd = = (4

av, v, (6.36)

and is seen to be strongly dependent on the operating voitage.
In general, the total capacitance C of a pn-diode can roughly be divided into three

regions:

1. V, < 0: only the depletion capacitance is significant: C = C,
2. 0< V4 <V 4 depletion and diffusion capacitances combine: C = C;+C,
3. V>V 4 only the diffusion capacitance is significant: C = C,

The influence of the diffusion capacitance is appreciated if we consider a diode
- that is operated at V, = 1V and that has an assumed transition time of
Tp = 100 ps = 10™"% and a reverse saturation current of I, = 1fA = 10" A mea-
sured at room temperature of 300°K (i.e., V; = 26 mV ). Substituting these values
into (6.36), we find C = C, = 194 nF which is rather large and for typical resistances
of R = 0.1...1 Q results in large RC time constants that restrict the high-frequency
use of conventional pn-junction diodes.

6.1.3 Schottky Contact

W. Schottky analyzed the physical phenomena involved when a metallic electrode
is contacting a serniconductor. For instance, if a p-semiconductor is in contact with a
copper or aluminum electrode, there is a tendency for the electrons to diffuse into the
metal, leaving behind an increased concentration of holes in the semiconductor. The
consequences of this effect are modified valence and conduction band energy levels
near the interface. This can be displayed by a local change in the energy band structure
depicted in Figure 6-9(a).
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(a) Energy band model (b) Voltage-current characteristic
Figure 6-9 Metal electrode in contact with p-semiconductor.
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Because of the higher concentration of holes, the valence band bends toward the
Fermi level. The conduction band, as the result of a lower electron concentration, bends
away from the Fermi level. For such a configuration we always obtain a low resistance
contact [(see Figure 6-9(b)], irrespective of the polarity of the applied voltage.

The situation becomes more complicated, but technologically much more inter-
esting, when a metallic electrode is brought in contact with an n-semiconductor. Here
the more familiar behavior of a pn-junction emerges: A small positive volume charge
density is created in the semiconductor due to electron migration from the semiconduc-
tor to the metal. This mechanism is due to the fact that the Fermi level is higher in the
semiconductor (lower work function) than in the metal (higher work function) when the
two materials are apart. However, as both materials are contacted, the Fermi level again
has to be the same and band distortions are created. Electrons diffuse from the n-semi-
conductor and leave behind positive space charges. The depletion zone grows until the
electrostatic repulsion of the space charges prevents further electron diffusion. To clar-
ify the issues associated with a metal n-semiconductor contact, Figure 6-10 shows the
two materials before and after bonding.

Free electron energy level

| n-semiconductor : n-semiconductor
- . £

X

d,
(a) Metal and semiconductor do not interact (b) Metal-semiconductor contact

Figure 6-10 Energy-band diagram of Schottky contact, (a) before and (b)
after contact.

The energy W, = ¢V, is related to the metal work function Wy, = gV, (V, is
recorded from the Fermi level to the reference level where the electron becomes a
detached free particle; values of V,, for some commonly used metals are summarized
in Table 6-2) and the electron affinity gy, where y is 4.05V for Si, 4.0V for Ge, and
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4.07V for GaAs and is measured from the conduction band to the same reference level
where the electron becomes a free carrier, according to

W, =q(Vy—%) 6.37)

Table 6-2 Work function potentials of some metals

Material Work function potential, V,,
Silver (Ag) 4.26V
Aluminum (Al) 428V
Gold (Au) 5.1V
Chromium (Cr) 45V
Molybdenum (Mo) 46V
Nickel (Ni) 515V
Palladium (Pd) 5.12V
Platinum (Pt) 565V
Titanium (T1) 433V

An expression for a built-in Schottky barrier voltage V, is established just as in
the pn-junction, which involves (6.37) and the additional voltage V.~ between conduc-
tion and Fermi levels:

V, = (Vy-%) -V (6.38)

where V. is dependent on the doping N, and the concentration of states in the con-
duction band N~ according to N = Npexp(V/Vy). Solving for the voltage gives
Vo = VoIn(N/Np). Although real metal-semiconductor interfaces usually involve
an additional very narrow isolation layer, we will neglect the influence of this layer and
only deal with the length of the space charge in the semiconductor:

1

_ 2e(V,=V,) 2
dg = {—CI——ND_} (6.39)

Therefore, it is found that the junction capacitance of the Schottky contact
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1

2
3 q&
C, = A— = A{—"———N 6.40

T Td {2(Vd-VA) D} (640

is almost identical to (6.30). A simple computation now can predict a typical value for
V,; as illustrated in the following example.

RF &M W

Example 6-4: Computation of the barrier voltage, depletion
capacitance, and space charge region width for a
Schottky diode

A Schottky diode is created as an interface between a gold contact
material and an n—ty})e silicon semiconductor. The semiconductor is
doped to N, = 10 cm-3 and the work function V,, for gold is
5.1 V. Also, as mentioned above, the affinity for Siis x = 4.05V.
Find the Schottky barrier V,, space charge width dg, and capaci-
tance C, if the dielectric constant of silicon is €, = 11.9. Assume
the cross-sectional diode area to be A = 10 °cm? and the tempera-
ture equal to 300°K .

Solution:  Since the concentration of states in the conduction
band of silicon is N, = 2.8x10cm-3, we can compute the con-
duction band potential as
Ney  1.38x1072300, (2.8x10"
Ve = Vrin = —o —In T
Np 1.6x10 10
Substituting the obtained value for V. into (6.38), we find the built-
in barrier voltage
Vy=(Vy-0-Vc = (51 V-405V)-021V =084V

The space charge width is obtained from (6.39)

2e.e.V -12
g - Rese, Va _ J2(8.85x10 D08 gy
g Np 1.6x10 10

Finally, the junction capacitance according to the formula for the
parallel-plate capacitor, see (6.40), gives us

)V = 0.21V
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6.3 Bipolar-Junction Transistor

The transistor was invented in 1948 by Bardeen and Brattain at the former AT&T
Bell Laboratories and has over the past 50 years received a long lists of improvements
and refinements. Initially developed as a point-contact, single device, the transistor has
proliferated into a wide host of sophisticated types ranging from the still popular bipe-
lar junction transistors (BJTs) over the modern GaAs field effect transistors (GaAs
FETs) to the most recent high electron mobility transistors (HEMTs). Although tran-
sistors are often arranged in the millions in integrated circuits (ICs) as part of micropro-
cessor, memory, and peripheral chips, in RF and MW applications the single transistor
has retained its importance. Many RF circuits still rely on discrete transistors in low-
noise, linear, and high-power configurations. It is for this reason that we need to investi-
gate both the DC and RF behavior of the transistors in some detail.

The constituents of a bipolar transistor are three alternatively doped semiconduc-
tors, in npn or pnp configuration. As the word bipolar implies, the internal current flow
is due to both minority and majority carriers. In the following we recapitulate some of
the salient characteristics.

6.3.1 Construction

The BIT is one of the most widely used active RF elements due to its low-cost
construction, relatively high operating frequency, low-noise performance, and high-
power handling capacity. The high-power capacity is achieved through a special inter-
digital emitter-base construction as part of a planar structure. Figure 6-28 shows both
the cross-sectional planar construction and the top view of an interdigital emitter-base
connection.

Because of the interleaved construction shown in Figure 6-28(b) the base-emitter
resistance is kept at a minimum while not compromising the gain performance. As we
will see, a low base resistance directly improves the signal-to-noise ratio by reducing
the current density through the base-emitter junction (shot noise) and by reducing the
random thermal motion in the base (thermal noise), see Chapter 7 for more details.

For frequency applications exceeding 1 GHz it is important to reduce the emtter
width to typically less than 1 pm size while increasing the doping to levels of
1020, .. 10%' cm™ to both reduce base resistance and increase current gain. Unfortu-
nately, it becomes extremely difficult to ensure the tight tolerances, and self-aligning
processes are required. Furthermore, the acceptor and donor doping concentrations
reach quickly the solubility limits of the Si or GaAs semiconductor materials, providing
a physical limitation of the achievable current gain. For these reasons, heterojunction
bipolar transistors (HBTs) are becoming increasingly popular. HBTs achieve high
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(a) Cross-sectional view of a multifinger bipolar junction transistor
Base bonding pad
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n 1tter contacts W o
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p base well
p’ base contacts

Emitter bonding pad

(b) Top view of a multifinger bipolar junction transistor
Figure 6-28 Interdigitated structure of high-frequency BJT.

current gains without having to dope the emitter excessively. Due to additional semi-
conductor layers (for instance, GaAlAs-GaAs sandwich structures) an enhanced elec-
tron injection into the base is achieved while the reverse hole injection into the emitter
is suppressed. The result is an extremely high emitter efficiency as defined by the ratio
of electron current into the base to the sum of the same electron current and reverse
emitter hole current. Figure 6-29 shows a cross-sectional view of such a structure.
Besides GaAs, heterojunctions have been accomplished with InP emitter and
InGaAs base interfaces; even additional heterojunction interfaces between the GalnAs
base and InP collector (double heterojunctions) have been fabricated. The material InP
has the advantage of high breakdown voltage, larger bandgap, and higher thermal con-
ductivity compared to GaAs. Operational frequencies exceeding 100 GHz, and a carrier
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Figure 6-28 Cross-sectional view of a GaAs heterojunction bipolar transistor
involving a GaAlAs-GaAs interface.

transition time between base and collector of less than 0.5 ps have been achieved.
Unfortunately, InP is a difficult material to handle and the manufacturing process has
not yet matured to a level that allows it to compete with the Si and GaAs technologies.

6.3.2 Functionality

In general, there are two types of BJTs: npn and pnp transistors. The difference
between these two types lies in the doping of the semiconductor used to produce base,
emitter, and collector. For an npn-transistor, collector and emitter are made of n-type
semiconductor, while the base is of p-type. For a pnp-transistor, the semiconductor
types are reversed (n-type for base, and p-type for emitter and collector). Usually, the
emitter has the highest and the base has the lowest concentration of doping atoms. The
BIT is a current-controlled device that is best explained by referring to Figure 6-30,
which shows the structure, electrical symbol, and diode model with associated voltage
and curmrent convention for the npn-structure. We omit the discussion of the pnp-
transistor since it requires only a reversal of voltage polarity and diode directions.

The first letter in the voltage designation always denotes the positive and the sec-
ond letter gives the negative voltage reference points. Under normal mode of operation
(i.e., the forward active mode), the emitter-base diode is operated in forward direction
(with Vgz=0.7 V) and the base-collector diode in reverse. Thus the emitter injects
electrons into the base, and conversely from the base a hole current reaches the emitter.
If we maintain the collector emitter voltage to be larger than the so-called saturation
voltage (typically around 0.1 V), and since the base is a very thin (on the order of
dg <1 um) and lightly doped p-type layer, only a small amount of electrons recom-
bine with the holes supplied through the base current. The vast majority of electrons
reach the base-collector junction and are collected by the applied reverse voltage V..

For the reverse active mode, the collector-emitter voltage is negative (typically
Veg <=0.1 V) and the base-collector diode is forward biased, while the base-emitter
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Figure 6-30 npntransistor: (a) structure with electrical charge flow under forward
active mode of operation, (b) transistor symbol with voltage and current directions,
and (c) diode model.

diode is now operated in reverse direction. Unlike the forward active mode, it is now
the electron flow from the collector that bridges the base and reaches the emitter.
Finally, the saturation mode involves the forward biasing of both the base-emit-
ter and base-collector junctions. This mode typically plays an important role when
dealing with switching circuits.
For a common emitter configuration, Figure 6-31(a) depicts a generic biasing
arrangement, where the base current is fixed through an appropriate choice of biasing
resistor R, and voltage source Vpp, resulting in a suitable Q-point. The base current
versus base-emitter voltage, Figure 6-31(b), follows a typical diode I-V behavior, which
constitutes the input characteristic of the transistor. The base current and base-emitter
voltage at the intersection point between the load line and the transistor input character-
istic are identified as / f;‘ and VgE . The collector current versus collector-emitter voltage
ﬁ;behavior as part of the transistor output characteristic follows a more complicated pat-
E;em since the collector current must be treated as a parametric curve dependent on the
?ase current (I, <1p, . . .) as seen in Figure 6-31(c).

| The quantitative BJT behavior is analyzed by investigating the three modes of

weration in terms of setting appropriate operating points and formulating the various

srrent flows. For simplicity, we will neglect the spatial extent of the individual space
¢ domains and assume typical representative voltage and current conditions. To
track of the different minority/majority and doping conditions in the three semi-
ductor layers, Table 6-3 summarizes the parameters and corresponding notation.
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(a) Biasing circuit for npn BJT in common-emitter configuration

nIs IC o
Load line —1/R, EeY Load line -1/R
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F
=
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(b) Input characteristic of transistor {c) Output characteristic of transistor

Figure 6-31 Biasing and input, output characteristics of an npn BJT.

Table 6-3 BJT parameter nomenclature

Parameter description Emitter (n-type) Base (p-type) Collector (n-type)

Doping level N IE) N ﬁ N IC)

o . . E 2 nE B 2,8 C 2 ,0C
Minority carrier concentration [ p, = 7 /Np |n, =n;/Ny Pn, = 1;/Np

in thermal equilibrium

- : . E B ¢
Majority carrier concentration |1, D, n

. qeq < 0 Bo
in thermal equilibrium

Spatial extent dr dg dc
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For the following BIT analysis, it is implicitly understood that the concentrations
obey the inequality pZy « nfy « 5% -

Forward Active Mode (V > Vg = 0.1V, I5>0)

To find the minority charge concentrations, we consider the configuration shown
in Figure 6-32. Here the concentration is plotted as a function of distance across the
three semiconductor layers. For predicting the spatial minority carrier concentrations in
the respective layer, we rely on the so-called short diode (see Appendix F) analysis,
which approximates the exponentials as linear charge concentration gradients.

Forward biased B Reverse biased
junction \\J ] [ ‘{I junction
: B
"oy @ @
C
I
C &
Pn =
e
x =—d; x=0 x =dp x =dg+d;

Figure 6-32 Minoarity carrier concentrations in forward active BJT.

The minority charge concentrations in each layer are given as follows:

. E Vee/Vr
* Emitter: pn( —-dg) = pj,10 and pn(O) = Pnof

B VBC’/VT

14
«Base:  no(0) = nye "7 and n(dp) = =0

V IV

« Collector: pS(dy) = poge © =0
The last two concentrations are zero because the base-collector voltage is negative (for
instance, for typical transistor values of Vo = 2.5V and Vgp = 0.7V we find
Vge = -1.8V, which yields exp{Vg-/Vy] = exp[-1.8/0. 026] — 0). Based on
the aforementloned carrier concentrations we can now predict the diffusion current den-

sity of holes I Haife 10 the emitter:

E E E
o = 4Dy =5 = —E () = p(=dp)) = —— =R =) (659
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e . : B -y :
For the diffusion current density of electrons in the base layer J, 4 we similarly obtain

B
Tne = 4 n[d"dix) } Ln (2 () — n(0)] = quB p0,"5’ YT (659)
From the preceding two equations, the collector and base currents can be established as
4Dy , VerlVr _, Vas/Vi
Ipe = =J 5 = 4 Ae = Ige (6.60)
and
Iy =~y = 222 . CYTACAET (661)

where index F denotes forward current, A is the junction cross-sectional area, and
Iy = (qunﬁOA)/ djy is the saturation current. The emitter current is directly found
by adding (6.60) and (6.61). The forward current gain B, under constant collector
emitter voltage is defined as

Ipe DB"BodE

E E
Ver DppnOdB

(6.62)

To arrive at (6.62) it is assumed that the exponential function in (6.61) i1s much larger
than 1, allowing us to neglect the factor —1. Moreover, the ratio between collector and
emitter currents, or O, is expressed as

IFC BF
= 6.63
(—Irg)  1+B; (669

Ap =

RFEM W

Example 6-7: Computation of the maximum forward current
gain in a bipolar-junction transistor

Find the maximum forward current gain for a silicon-based BJT
with the following parameters: donor concentration in the emitter,

B = 10 _3; acceptor concentration in the base,
N, 10 3'; space charge extent in the emitter,
d; = 0.8 um; and space charge extent in the base, dg = 1.2 um.
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Solution:  To apply (6.62), we need to determine the diffusion
constants in base and emitter as described by the Einstein relation
(6.15). Substituting this relation into (6.62), we obtain the forward
current gain:

B
“nnp{}dE

H ppfodB

Furthermore, using the expressions for the minority carrier concen-
trations in base and emitter from Table 6-3, we arrive at the final
expression for B :

Br =

E
Npd
BF=M= 187.5

B
H,Nadpg

As discussed in Section 6.3.3 and in the following chapter, the
current gain is only approximately constant. In general, it depends
on the transistor operating conditions and temperature behavior.

Reverse Active Mode (V- <-0.1 V,15>0)

The minority carrier concentrations are shown in Figure 6-33 with the associated
space charge domains (i.e., the base-emitter diode is reversed biased whereas the base-
collector diode is forward biased).

Reverse biased Forward biased

junction Jjunction
Tk %/(

e

' . H
I - 3
L i i
T L} T

5 -
x=—dg x=0 x =dp x =dgt+d-

Figure 6-33 Reverse active mode of BJT.
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The minority charge concentrations in each layer are as follows:

VooV
« Emitter:  p-(-dg) =0 and p-(0) = pLye = =0
V A V e’
eBase:  n>(0) = nbge " T =0 and nb(dy) = nbge *T
C VBC/V
s Collector: p, (dB) = poe and p,,(d3+dc)==p,,o

From the diffusion current density, we can find the reverse emitter current

dn qDBnB Voo /V Vac/V
Ipp = —Jf:diffA ~ab (dx ]A ) dn_swAe = age T (6.64)
and the reverse base current
C C
cldp, gD, poAl Vee/V
Ipp = _JgdiffA —qD (dx JA = ‘:’d—c’m(e o T—l) (6.65)

In a similar manner as done for the forward current gain, we define the reverse current
gain B,

B B
I d
Be = IR;E £ ___EP___C (6.66)
RE Var DppnOdB

and the collector emitter ratio 0t

IRC

Br
= 6.67

Op =

Vac

Saturation Mode (Vyp, V> Vy, Ip>0)

This mode of operation implies the forward bias of both diodes, so that the diffu-
sion current density in the base is the combination of forward and reverse carrier flows;
that is, with (6.60) and (6.64): |

B Ig vgprvy Ig Vpervy

Juditt = Jre—Jre = - e ¢ (6.68)

From (6.68) it is possible to find the emitter current by taking into account the forward
base current. This forward base current (6.61) injects holes into the emitter and thus has
to be taken with a negative sign to comply with our positive emitter current direction
convention. Making the exponential expressions in (6.68) compatible with (6.61), we
add and subtract unity and finally obtain
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VeV I Va/ 'V v
I = —Is(e BE T_l)—B—S‘(e BE T—1)+IS(€ BC/VT—I) (6.69)
F

Because the BJT can be treated as a symmetric device, the collector current is express-
ible in a similar manner as the contribution of three currents: the forward collector and
reverse emitter currents, given by the negative of (6.68), and an additional hole diffu-
sion contribution as the result of the reverse base cutrent /g . The resulting equation is

Ve’V Iof Vge/V Vec/V
I = IS(e o T—1)__S(e . T—l)—ls(e . T—lj (6.70)
Br
Finally, the base current [ = — I~ — I is found from the preceding two equations:
Vac/V Vae/V
Iy = I —1—(6 BC T_1)+_1_(€ BE T_1) 6.71)
Br Br

Here again, it is important to recall that the internal emitter current flow is denoted
opposite in sign to the customary external circuit convention.

6.3.3 Frequency Response

The transition frequency f, (also known as the cut-off frequency) of a micro-
wave BJT is an important figure of merit since it determines the operating frequency at
which the common-emitter, short-circuit current gain h, decreases to unity. The tran-
sition frequency f is related to the transit time T that is required for carriers to travel
through the emitter-collector structure:

1
fr=- (6.72)
T
This transition time is generally composed of three delays:
T=1T+Tg+Tc (6.73)

where 15, Ty, and T are delays in emitter, base, and collector, respectively. The base-
emitter depletion region charging time is given by

VT VT

where Cp, C are emitter and collector capacitances, and r is the emitter resistance
obtained by differentiation of the emitter current with respect to base-cmitter voltage.
The second delay in (6.73) is the base layer charging time, and its contribution is given as
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42
B |
Tp = —3 (6.74b)
n Dn ;
where the factor n is doping profile dependent and ranges from n = 2 for uniformly
doped base layers up to 7 = 60 for highly nonuniform layers. Finally, the transition

time 1. through the base-collector junction space charge zone w, can be computed as

We
Te = — (6.74¢)
Vs
with v¢ representing the saturation drift velocity. In the preceding formulas we have
neglected the collector charging time T, = r-C., which is typically very small when
compared with 1.

As seen in (6.74a), the emitter charging time is inversely proportional to the collec-
tor current, resulting in higher transition frequencies for increasing collector currents.
However, as the current reaches sufficiently high values, the concentration of charges
injected into the base becomes comparable with the doping level of the base, which
causes an increase of the effective base width and, in turn, reduces the transition fre-
quency. Usually, BJT data sheets provide information about the dependence of the tran-
sition frequency on the collector current. For instance, Figure 6-34 shows the transition
frequency as a function of collector current for the wideband npn-transistor BFG403W
measured at V- = 2 V, f = 2 GHz, and at an ambient temperature of 25°C.

20

(S
(=
-4

\B

(=]

Transitition frequency f., GHz
B

I 10
Collector current /., mA

Figure 6-34 Transition frequency as a function of collector current for the 17 GHz
npn wideband transistor BFG403W (courtesy of Philips Semiconductors).
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Another aspect of the BJT operated at RF and MW frequencies is that at high fre-
quencies the skin effect physically restricts current flow to the outer perimeter of the
emitter (see also Section 1.4). To keep the charging time as low as possible, the emitter
is constructed in a grid pattern of extremely narrow (less than 1 pm) strips. Unfortu-
nately, the trade-off is a high current density over the small surface area, limiting the
power handling capabilities. Additional ways to increase the cut-off frequency are to
reduce the base transition time constant Ty by high doping levels and concomitantly
fabricate very short base layers of less than 100 nm. In addition, a small base thickness
has as an advantage a reduction in power loss.

6.3.4 Temperature Behavior

We have seen in this chapter that almost all parameters describing both the static
and dynamic behavior of semiconductor devices are influenced by the junction temper-
ature T; . As an example of such a dependence, in Figure 6-35 the forward current gain
By foragiven V ¢ is plotted as a function of collector current - for various junction
temperatures T . As we can see from this graph, the current gain raises from 40 at
Io=35mAand T; = -50°C tomore than 80 at 7; = 50°C.

140
120 \\ T, = 100°C
-\
—-—__________- _ o
- 100 \\M"" —= *—-———L___ ——-——-—..]i___l_SE_E_
R R R I e
g 80
= \ \"---..___ﬂ_____________d T,=0°C e ———
=
o 60 ]
40 —_ |
20
0
0 1 2 3 4 5 6

Collector current /-, mA

Figure 6-35 Current gain B, = o /(1 - az) as a function of collector current
for various junction temperatures at a fixed V.
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Another example that shows the strong temperature influence is the dependence
of the input characteristic of a transistor described by the base current as a function of
base-emitter voltage, as depicted in Figure 6-36.

/ / /

10 |
7= 150°c/ /
g /

Base current /;, mA
oy
i
8
%\rl
\\\‘
™.
\
[~
\

NN e

0.5 1.0 1.5 2.0
Base-emitter voltage V., V'

Figure 6-36 Typical base current as a function of base-emitter voltage for various
junction temperatures at a fixed V.

Again, if we compare the behavior of the transistor at 7, = -50°C and .

T; = 50°C, we notice that at 7; = —50°C and a base-emitter voltage of 1.25 V the
transistor is in cut-off state, whereas at 7, = 50°C the BJT already conducts 4 mA
base current. These two examples underscore the importance of temperature consider-
ations in the design of RF circuits. For instance, the design of a cellular phone for
worldwide use must ensure that our circuit preforms according to specifications under
all temperature conditions encountered by the operator. Standard specifications usually
cover the temperature range from -50°C to 80°C. :
The junction temperature also plays an important role when dealing with the max-
imum power dissipation. In general, the manufacturer provides a power derating -
curve that specifies the temperature T up to which the transistor can be operated at
the maximum available power P . For junction temperatures T ; exceeding this value,
the power has to be reduced to values dictated by the thermal resistance between the
junction and the soldering point (or case) Ry, according to

T, . .-T,. T T

_ Jjmax j o_ fjmax” *j
P = Pogl gl = 6.75)

jmax
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where T .. is the maximum junction temperature. Typical BJT values vary between
150 and 200°C.

For the RF transistor BFG403W the maximum total power P, of 16 mW can be
maintained up to Tg = 140°C. For higher temperatures Tg<T;<T;,, , the power
must be derated until the maximum junction temperature T, of 150°C is reached.
The corresponding slope is 820°K/W . This value implies that if the power dissipation
of the device decreases by 10 mW, the junction temperature can be increase by 8.2°C
up to the maximum junction temperature. Obviously, transistor cases with such a high
slope (or high thermal resistance) are not acceptable for high-power applications and
manufacturers have to develop effective ways to dissipate the thermal energy generated
by the transistor. Usually, this is done by employing heat sinks and using materials with
high thermal conductivity. Instead of the thermal resistance at the soldering point Ry,
the manufacturer may supply additional information involving heat resistances between
junction-to-case (Ryc), case-to-sink (Ry,,). and sink-to- air (R,,.,) interfaces.

To simplify the thermal analysis it is convenient to resort to a thermal equivalent

circuit with the following correspondences:

« Thermal power dissipation = electric current
* Temperature = electric voltage

A typical thermal circuit in equilibrium is shown in Figure 6-37, where the total electric
power supplied to the device is balanced through a thermal circuit involving thermal
resistances. In particular, we recognize the thermal resistance of junction to soldering
point which is assumed to be equal to Ry . Therefore
Tj - Ts 1

RthJC Rthjs PW Yo ABTT (6.76)
where junction and soldering point temperatures T ; and T, and thermal power Py,
determine the thermal resistance in Kelvin per Watt (°K/W), and whose value can also
be expressed in terms of the thermal conductivity Yy, and the surface area Agyp of the
BIT. The solder point temperature is affected by the transition between casing and heat
sink. This constitutes a thermal resistance R, with values up to 5 °K/W. Finally, the
heat sink represents a thermal resistance of

l

Rypa = 5 A (6.77)

where §,; is a convectlon coefficient that can vary widely between 10 W/(K-m ) for
still air, 100W/(K-m ) for forced air, up to 1000W/(K-m ) for water cooling, and
- Ay, is the total area of the heat sink.
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oI

Collector i};
X X L

Figure 6-37 Thermal equivalent circuit of BJT.

The following example provides an often encountered design problem.

WRFEM W=

Example 6-8: Thermal analysis involving a BJT mounted on a
heat sink

An RF power BJT generates a total power Py, of 15 W at case tem-
perature of 25°C. The maximum junction temperature is 150°C
and the maximum ambient operating temperature is specified by the
user to be T, = 60°C. What is the maximum dissipated power if
the thermal resistances between case-to-sink and sink-to-air is
2°K/W and 10°K/W , respectively.

Solution:  With reference to Figure 6-37, we are dealing with
three thermal resistances: Rthjs » Rypes» and Ry, . The junction-to-
soldering resistance can be found based on equation (6.76):

g = =Ty _ 150°C-25°C

his = =

Js Py 15 W

Adding up all resistances gives us a total thermal resistance of
Ripor = Ripjs + Ripca + Ry = 20.333°K/W

The dissipated power P, follows from the temperature drop (junc-
tion temperature 7' ; minus ambient temperature T, ) divided by the
total thermal resistance:

= 8.33°K/W
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T -T o _ o

j ,,;,=15()C060C=4.43W

Rior 20.33° K/W
To operate the BJT in thermal equilibrium, we have to reduce the
total electric power P, = Py to the point where it is in balance with

the computed thermal power P, = Py,. Thus a reduction from
15 W to 4.43 W is required.

P'[.h=

While the design engineer cannot influence the junction-10-sol-
dering point heat resistance, it is the choice of casing and heat sink
that typically allows major improvements in thermal perfoermance.

6.3.5 Limiting Values

The total power dissipation capabilities at a particular temperature restrict the
range of safe operation of the BJT. In our discussion we will exclusively focus on the
active mode in the common-emitter configuration and will neglect the switch-mode
behavior whereby the BJT is operated either in saturation or cut-off mode. For a given
maximum BJT power rating, we can either vary the collector-emitter voltage V . and
plot the allowable collector current I~ = P,/ V g (here we assume that base current
is negligibly small compared to the collector current due to high B) or vary [ and plot
the allowable collector-emitter voltage Vz = P,/I. The result is the maximum
power hyperbola. This does not mean that /. and Vg can be increased without
bound. In fact, we need to ensure that 1<, .. and Ve <Vp,,,, as depicted in
Figure 6-38. The safe operating area (SOAR) is defined as a set of biasing points
where the transistor can be operated without risk of unrecoverable damage to the
device. The SOAR domain, shown as a shaded region in Figure 6-38, is more restrictive
than a subset bounded by the maximum power hyperbola, since we have to take into
account two more breakdown mechanisms:

1. Breakdown of first kind. Here the collector current density exhibits a nonuni-
form distribution that results in a local temperature increase, which in turn lowers
the resistance of a portion of the collector domain, creating a channel. The conse-
quence is a further increase in current density through this channel until the posi-
tive feedback begins to destroy the crystal structure (avalanche breakdown),
ultimately destroying the transistor itself.



28 Chapter 6 + Active RF Components

2. Breakdown of second Kind. This breakdown mechanism can take place indepen-
dently of the first mechanism and affects primarily power BJTs. Internal overheat-
ing may cause an abrupt increase in the collector current for constant V . This
breakdown mechanism usually occurs at the base-collector junction when the
temperature increases to such high values that the intrinsic concentration is equal
to the collector doping concentration. At this point the resistance of the junction is
abruptly reduced, resulting in a dramatic current increase and melting of the
junction.

PVmax= I/('?Em:a.:ir.‘(

Cmax

/

Vegtimic Ve

Figure 6-38 Operating domain of BJT in active mode with breakdown
mechanisms.

It is interesting to point out that the BJT can exceed the SOAR, indeed even the
maximum power hyperbola, for a short time since the temperature response has a much
larger time constant (on the order of microseconds) in comparison with the electric time
constants.

Additional parameters of importance to a design engineer are the maximum volt-
age conditions for open emitter, base and collector conditions; that is, V -, (collector-
base voltage, open emitter), V-5, (collector-emitter, open base), and Vg, (emitter-
base voltage, open collector). For instance, values for the BFG403W are as follows:
VCBO|max =10V, VCE0|max = 45V, and VEBO|max = 10V.

6.4 RF Field Effect Transistors

Unlike BJTs, field effect transistors (FETs) are monopolar devices, meaning
that only one carrier type, either holes or electrons, contributes to the current flow
through the channel. If hole contributions are involved we speak of p-channel, other-
wise of n-channel FETs. Moreover, the FET is a voltage-controlled device. A variable
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electric field controls the current flow from source to drain by changing the applied
voltage on the gate electrode.

6.4.1 Construction

Traditionally FETs are classified according to how the gate is connected to the
conducting channel. Specifically, the following four types are used:

1. Metal Insulator Semiconductor FET (MISFET). Here the gate is separated
from the channel through an insulation layer. One of the most widely used types,
the Metal Oxide Semiconductor FET (MOSFET), belongs to this class.

2. Junction FET (JFET). This type relies on a reverse biased pr-junction that iso-
lates the gate from the channel.

3. MEtal Semiconductor FET (MESFET). If the reverse biased pn-junction is
replaced by a Schottky contact, the channel can be controlled just as in the JFET
case.

4. Hetero FET. As the name implies (and unlike the previous three cases, whose
constructions rely on a single semiconductor material such as S1, GaAs, SiGe, or
InP) the hetero structures utilize abrupt transitions between layers of different
semiconductor materials. Examples are GaAlAs to GaAs or GalnAs to GaAlAs
interfaces. The High Electron Mobility Transistor (HEMT) belongs to this
class.

Figure 6-39 provides an overview of the first three types. In all cases the current
flow is directed from the source to drain, with the gate controlling the current flow.

Due to the presence of a large capacitance formed by the gate electrode and the
insulator or reverse biased pn-junction, MISFETSs and JFETS have a relatively low cut-
off frequency and are usually operated in low and medium frequency ranges of typi-
cally up 1o 1 GHz. GaAs MESFETs find applications up to 60—70 GHz, and HEMT can
operate beyond 100 GHz. Since our interest is geared toward RF applications, the
emphasis will be on the last two types.

In addition to the above physical classification, it is customary to electrically clas-
sify FET's according to enhancement and depletion types. This means that the channel
either experiences an increase in carriers (for instance the n-type channel is injected
with electrons) or a depletion in carriers (for instance the n-type channel is depleted of
clectrons). In Figure 6-39 (a) the FET is nonconducting, or normally-off, until a suffi-
ciently positive gate voltage sets up a conduction channel. Normally-off FET's can only
be operated in enhancement mode. Alternatively, normally-on FETs can be of both
enhancement and depletion types.
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Source Gate  Drain
[ ]

Insulator

(a) Metal insulator semiconductor FET (MISFET)

Source Gate Drain
Insulator Y

p' substrate

(b) Junction field effect transistor (JFET)

Source Gate Drain
) » )

© Semi-insulatinglyer |/ }z‘ylge‘

Figure 6-39 Construction of (a) MISFET, (b) JFET, and {c) MESFET. The shaded
areas depict the space charge domains.
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6.4.2 Functionality

Because of its importance in RF and MW amplifier, mixer, and oscillator circuits,
we focus our analysis on the MESFET, whose physical behavior is in many ways simi-
lar to the JFET. The analysis is based on the geometry shown in Figure 6-40 where the
transistor is operated in depletion mode.

Low Vps High V¢
-1, ]+ - +
IF—? 1P
VGS

VG.S'

(a) Operation in the linear region. (b) Operation in the saturation region.
Figure 6-40 Functionality of MESFET for different drain-source voltages.

The Schottky contact builds up a channel space charge domain that affects the
current flow from source to drain. The space charge extent d can be controlled via the
gate voltage in accordance to our discussion in Section 6.1.3, where (6.39) is adjusted
such that V, is replaced by the gate source voltage V

= ?—§(~——-—V“ _ V“) (6.78)

de. =
§ q ND
For instance, the barrier voltage V, is approximately 0.9 V for a GaAs-Au interface.
The resistance R between source and drain is predicted by

L

R = W (6.79)

with the conductivity given by ¢ = g, Ny and W being the gate width. Substituting
(6.78) into (6.79) yields the drain-current equation:

Vs [ J2e (Vd - Vcsﬂ
In = = Gl 1 - V (680)
bR 0 gd®\ Np b$
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where we have defined the conductance G, = cWd/L. This equation shows that the
drain current depends linearly on the drain source voltage, a fact that is only true for
small V.

As the drain-source voltage increases, the space charge domain near the drain
contact increases as well, resulting in a nonuniform distribution of the depletion region
along the channel; see Figure 6-40(b). If we assume that the voltage along the channel
changes from O at the source location to V¢ at the drain end, then we can compute the
drain current for the nonuniform space charge region. This approach is also known as
the gradual-channel approximation. The approximation rests primarily on the
assumption that the cross-sectional area at a particular location y along the channel is
given by A(y) = {d-dy(y)}W and the electric field E is only y-directed. The chan-
nel current is thus

I, = ~GEA(y) = of’—‘%y—){d-ds(y)}w 6.81)

where the difference between V, and Vg in the expression for dg(y) has to be aug-
mented by the additional drop in voltage V(y) along the channel; that is, (6.78)
becomes

1/2
dy(y) = [ﬁ;( Va=Vas+ V)| (6.82)

Substituting (6.82) into (6.81) and carrying out the integration on both sides of the
equation yields

Vv
L DS ’ 2€

The result is the output characteristic of the MESFET in terms of the drain current as
a function of V¢ for a given fixed Vg, or

2
I, = GO{VDS_3 _2_8_2[{VDS+Vd-VGS}m—{Vd-VGS}m]] (6.84)
gNpd

This equation reduces for small V¢ to (6.80).

An interesting phenomenon occurs when the space charge extends over the entire
channel depth d. The drain-source voltage for this situation is called drain saturation
voltage V. and is given by

2
de(L) = d = H—(VJ—VGS+ VDM) (6.85)
4N p
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or, explicitly,
2

gNpd
Vpsa = T2e (Vi=Vigs) = Vp=Vy+ Vs = Vgs= Voo (6.86)

where we introduced the so-called pinch-off voltage V, = gN Ddz/ (2¢e) and

threshold voltage V,, = V ;- V. The associated drain saturation current is found by
inserting (6.86) into (6.84) with the result

2
3.Ve

The maximum saturation current in (6.87) is obtained when V¢ = 0, which we

define as I, (Vs =0)= Ipgs. In Figure 6-41 the typical input/output transfer as
well as the output characteristic behavior is shown.

I—GVPVV V. —V.)"? 6.8
Dsat = 0‘3‘“( a—Vgs)+ (Vi—Vgs) (6.87)

e A oss [D“’}ﬂl_ﬁr Saturation o
D 11 ' — Ve
= pr<o
':S' ,§‘ I{?S/K’ H}s
> e D
(a) Circuit symbol (b) Transfer characteristic (c) Output characteristic

Figure 6-41 Transfer and output characteristics of an n-channel MESFET.

The saturation drain current (6.87) is often approximated by the simple relation

Vo2
Ipg =1 DSS(l - _VGS] (6.88)
TO

How well (6.88) approximates (6.87) is discussed in the following example.

RF &M W+

Example 6-9: Drain saturation current in a MESFET

A GaAs MESFET has the following parameters: N, = 10%cm™,
d=075um, W=10um, L=2pm, ¢ =120,
V, = 08V,and u, = 8500 cm’/(Vs). Determine (a) the pinch-
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off voltage, (b) the threshold voltage, (c¢) the maximum saturation
current ;¢ ; and plot the drain saturation current based on (6.87)
and (6.88) for V ;¢ ranging from —4 to 0 V.

Solution:  The pinch-off voltage for the FET is independent of
the gate-source voltage and is computed as

gN Ddz
P 2
Knowing Vp and the barrier voltage V,; = 0.8V, we find the
threshold voltage tobe V4 = V-V, = -3.44 V. The maximum
saturation drain current is again independent of the applied drain-
source voltage and, based on (6.87), is equal to

= 424V

14 2 3/2
P

whete G, = 6gNpWd/L = q'p,N,Wd/L = 8.16 S.

Figure 6-42 shows results for the saturation drain current com-
puted by using the exact formula (6.87) and by using the quadratic
law approximation given by (6.88).

7

6,.

Quadratic law
approximation

N

Saturation drain current /,,_, , A
(W8}

AN

It Vo = 3.4 Exact formula 1

0 . : : ' ' ‘
4 35 -3 =25 -2 -5 -1 405 0
Gate-source voltage ¥, V

Figure 6-42 Drain current versus Vg computed using the exact and the

approximate equations (6.87) and (6.88).
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Because of the excellent agreement, the quadratic law approx-
imation (6.88) is more widely used in the literature and data sheets
than the exact equation.

If V¢ reaches the saturation voltage Vi, for a given V¢, the space charges
pinch off the channel. This implies that the drain current saturates. Interestingly, pinch-
off does not imply a zero I since there is no charge barrier impeding the flow of carri-
ers. It is the electric field as a result of the applied voltage V¢ that “pulls” the elec-
trons across the depletion space charge domain. Any additional increase Vo>V,
will result in a shortening of the channel length from the original length L to the new
length L’ = L — AL . The result is that (6.87) must be modified to

r, = Ip(ﬁ) - ID(I—f-,) (6.89)

The change in channel length as a function of V¢ is heuristically taken into account
through the so-called channel length modulation parameter A = AL/(L’V ). This
is particularly useful when expressing the drain current in the saturation region:

I’Dsat = IDsat(l + A'VDS) (6-90)

where measurements show a slight increase in drain current as V,¢is increased.

RF &M W
Example 6-10: I-V characteristic of a MESFET

For discrete gate-source voltages V¢ = -1,-1.5,-2,and -2.5 V,
plot the drain current I, of a MESFET as a function of drain-source
voltage V¢ in the range from 0 to 5 V. Assume that the device
parameters are the same as in the previous example and that the
channel length modulation parameter A is set to be 0.03 V-1, Com-
pare your results with the case where A = 0.

Solution:  In the analysis of the MESFET behavior we have to be
careful about choosing the appropriate formulas. At very low drain-
source voltages, the drain current can be described by a simple lin-
ear relation (6.80). As the voltage increases, this approximation
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becomes invalid and a more complicated expression for 7, has to be
employed; see (6.84). Further increase in V¢ ultimately leads to
channel pinch-off, where V552 Vo = Vg — Vg In this case the
drain current is equal to the saturation current given by (6.87). Addi-
tional increases in V¢ beyond the saturation voltage result only in
minor increases of the drain current due to a shortening of the chan-
nel. At this point, I, is linearly dependent on V. Substituting
(6.87) into (6.90) for Vo2 Vi, » WE obtain

1% (V,- Vo)
Ip = GO{—;—(Vd—VGS)+§ i/V_GS }(1"‘1‘/1)5)
P

To provide a smooth transition from normal to saturation region for
nonzero A we multiply (6.84) by (1+AV,g). Thus, the final
expression for the drain current for Vo< Vo is

Vps+ V=V = J(Vi— Vi)
I, = GO{VDS—?/( ps* 7d ‘j/sé_ Va=Ves) }(1+7\.VDS)
p

The results of applying these formulas to predict 1, for zero (dashed
line) as well as nonzero A (solid line) are shown in Figure 6-43.

Vos = Vossar In= IDsa.t( K)s)

}V(;S=—1V

Drain current I, A

Drain-source voltage Vs, V

Figure 6-43 Drain current as a function of applied drain-source voltage for
different gate-source biasing conditions.

Dot o
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The channel length modulation is similar to the Early effect
encountered in a BJT, where the collector current in saturation
mode increases slightly for increasing collector emitter voltage as
discussed in Chapter 7.

6.4.3 Frequency Response

The high-frequency MESFET performance is determined by the transit time of
charge carriers traveling between source and drain and the RC time constant of the
device. Here we will focus our attention on the transit time only and defer the time con-
stant computation, which requires knowledge of the channel capacitance, to Chapter 7.
Since electrons in silicon and GaAs have much higher mobility than holes, n-channel
MESFETSs are used in RF and MW applications almost exclusively. Furthermore, since
the electron mobility of GaAs is roughly five times higher than that of Si, GaAs MES-
FETs are usually preferred over Si devices.

The transit time T of the electrons traveling through the channel of gate length L
is computed as

T=— (6.91)

vsat

where we have assumed a fixed saturation velocity v, . As an example, the transition

frequency f; = 1/(2nt) for a gate length of 1.0 um and a saturation velocity of
. 7 .
approximately 10 cm/s is 15 GHz.

6.4.4 Limiting Values

The MESFET must be operated in a domain limited by maximum drain current
Iy » Maximum gate-source voltage Vg . ., and maximum drain-source voltage
V psmax - The maximum power P is dictated by the product of V5 and 1, or

max

which in turn is related to the channel temperature T, and ambient temperature T,
and the thermal resistance between channel and soldering point Ry, , according to

Tc = T,+ Ry P (6.93)
Figure 6-44 clarifies this point. Also shown in this figure are three possible operat-

ing points. Bias point 3 indicates low amplification and possible clipping of the output
current. However, the power consumption is at a minimum. Bias point 2 reveals accept-
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IDJ\
(,‘/VDS VDsal
IDma\ ---------------- :-"i ----- Pmax
Im b ;

VDS

I,;353 VDS 1 p;.)S 2 VDSmx

Figure 6-44 Typical maximum output characteristics and three operating points
of MESFET.

able amplification at substantially increased power consumption. Finally, bias point 1
shows high amplification at high power consumption and low output current swing.
Choosing appropriate bias points for specific applications will be investigated in-depth
in subsequent chapters.

6.5 High Electron Mobility Transistors

The high electron meobility transistor (HEMT), also known as modulation-
doped field effect transistor (MODFET), exploits the differences in band gap energy
between dissimilar semiconductor materials such as GaAlAs and GaAs in an effort to
substantially surpass the upper frequency limit of the MESFET while maintaining low
noise performance and high power rating. At present, transit frequencies of 100 GHz
and above have been achieved. The high frequency behavior is due to a separation of
the carrier electrons from their donor sites at the interface between the doped GaAlAs
and undoped GaAs layer (quantum well), where they are confined to a very narrow
(about 10 nm thick) layer in which motion is possible only parallel to the interface.
Here we speak of a two-dimensional electron gas (2DEG) or plasma of very high
mobility, up to 9000 cm’/ (V-s). This is a major improvement over GaAs MESFETs
with u, = 4500 cm’/ (V-s) . Because of the thin layer, the carrier density is often spec-
ified in terms of a surface density, typically on the order of 10'2-10"3 cm™.

To further reduce carrier scattering by impurities it is customary to insert a spacer
layer ranging between 20 and 100 nm of undoped GaAlAs. The layer is grown through
a molecular beam epitaxial process and has to be sufficiently thin so as to allow the gate
voltage V¢ to control the electron plasma through electrostatic force mechanism.
Besides single layer heterostructures (GaAlAs on GaAs), multilayer heterostructures
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involving several 2DEG channels have also been proposed. As can be expected, manu-
facturing an HEMT is significantly more expensive when compared with the relatively
inexpensive GaAs MESFET due to the precisely controlled thin-layer structures, steep
doping gradients, and the use of more difficult to fabricate semiconductor materials.

6.5.1 Construction

The basic heterostructure is shown in Figure 6-45, where a GaAlAs n-doped
semiconductor is followed by an undoped GaAlAs spacer layer of the same material, an
undoped GaAs layer, and a high resistive semi-insulating (s.i.) GaAl substrate.

Source Gate Drain
) ()

Figure 6-45 Generic heterostructure of a depletion-mode HEMT.

The 2DEG is formed in the undoped GaAs layer for zero gate bias condition
because the Fermi level is above the conduction band so that electrons accumulate in
this narrow potential well. As discussed later, the electron concentration can be
depleted by applying an increasingly negative gate voltage.

HEMTs are primarily constructed of heterostructures with matching lattice con-
stants to avoid mechanical tensions between layers. Specific examples are the GaAlAs-
GaAs and InGaAs-InP interfaces. Research is also ongoing with mis-matched lattices
whereby, for instance, a larger InGaAs lattice is compressed onto a smaller GaAs lat-
tice. Such device configurations are known as pseudomorphic HEMTs, or pHEMTs.

6.5.2 Functionality

The key issue that determines the drain current flow in a HEMT is the narrow
interface between the GaAlAs and the GaAs layers. For simplicity, we neglect the spacer
layer and concentrate our attention at the energy band model shown in Figure 6-46.

A mathematical model similar to (6.21) can be developed by writing down the
one-dimensional Poisson equation in the form
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Schottky 4W
contact P,

(a) Energy band diagram (b) Close-up view of conduction band
Figure 6-46 Energy band diagram of GaAlAs-GaAs interface for an HEMT.

d’v gNp 6.9%)

where N, and € are the donor concentration and dielectric constant in the GaAlAs
heterostructure. The boundary conditions for the potential are imposed such that
V(x = 0) = 0 and at the metal-semiconductor side V(x =-d) = -V, + Vg + AW /q.
Here V, is the barrier voltage, see (6.38); AW . is the energy difference in the conduc-
tion levels between the n-doped GaAlAs and GaAs; and V; is comprised of the gate-
source voltage as well as the channel voltage drop Vi = — Vst V(y). To find the
potential, (6.94) is integrated twice. At the metal-semiconductor we set

N
V(-d) = =25 _E (0)d (6.95)
ZEH .
which yields
E(0) = 5(Vgs= V() - Vro) (6.96)

where we defined the HEMT threshold voltage V5o as Vg = V, AW /q-V,.
Here we have used the previously defined pinch-off voltage Vp = gN Ddz/ (2ey).
From the known electric field at the interface, we find the electron drain current

Ip = GE,A = ~qu,NpEWd = qunND(%de (6.97)
As mentioned previously, the current flow is restricted to a very thin layer so that itis
appropriate to carry out the integration over a surface charge density Qg at x = 0. The
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resultis ¢ = -1, Q/(WLd) = —n,Q/d . For the surface charge density we find with
Gausy'slaw Q¢ = £HED) . Inserted in (6.97), we obiamn

VDS
jL Ipdy = u,,WJ' QdV (6.982)
0 0

Upon using (6.96), it is seen that the drain current can be found

wj (V5= V= Vr)dV (6.98b)
or
We V?
H D§
= W 7a {VDS( Vas—Vro) - T} (6.98¢)

Pinch-off occurs when the drain-source voltage is equal to or less than the difference of
- gate-source and threshold voltages (i.e., Vo< Vo~ Vo). If the equality of this con-
dition is substituted in (6.98c¢), it is seen

WEH 2
D= ”nm(vcs— Vro) (6.99)

The threshold voltage allows us to determine if the HEMT 1s operated as an
enhancement or depletion type. For the depletion type we require V;ro <0, or
Vi-(AW/q) - Vp<O0. Substituting the pinch-off voltage V, = gN Dd /(2€) and
solving for d, this implies

1/2

2¢ AW

d>{qNH(V ~ C]} (6.100)
D

and if d is less than the preceding expression (i.e., V4> 0), we deal with an enhance-
‘ment HEMT.

RF&EMW—

Example 6-11: Computation of HEMT-related electric charac-
teristics

Determine typical numerical values for a HEMT device such as
pinch-off voltage, threshold voltage, and drain current for
Ves = —1,-075,-0.5,-025,and 0 V as a function of drain-



342 Chapter 6 + Actlve RF Components

source voltage V. Assume the following parameters:
N,=10%cm”>, Vv, =081V, ey =125¢, d=50nm,
AW, =35x10°W:s, W =10pm, L=05um, and
W, = 8500 cm’/(V-s).

Solution:  The pinch-off voltage of a HEMT is evaluated as

V, = gNpd /(28,) = 181V
Knowing V we can find the threshold voltage as
Using these values the drain current is computed by relying either on
equation (6.98¢c) for Vo< Vge—Vpo or equation (6.99) for
Vps 2 Vs~ Vyg- The results of these computations are plotted in
Figure 6-47. We notice in this graph that unlike the GaAs MESFET in

Figure 6-43, a channel length modulation is not taken into account. In
practical simulations such a heuristic adjustment can be added.

Vs =0V
..é V=025V
=
Q
.§ Vos=-05V
O
Vos =075V
Vos=—1V
6 —F 3 3 &

Drain-source voltage V.,V

Figure 6-47 Drain current in a GaAs HEMT.

Both GaAs MESFET and HEMT exhibir similar output charac-
teristics and are thus represented by the same electric circuit model.
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6.5.3 Frequency Response
The high-frequency performance of the HEMT is determined by the transit time

similar to the MESFET. However, the transit time T is expressed best through the elec-
tron mobility 4, and the electric field E of the drain-source voltage according to

L L 1’

Vsat B p’nEy - Hy VDS
We therefore obtain a transit frequency fr = 1/(2%1) of agproximately 190 GHz for

the gate length of 1.0 um and a mobility of u, = 8000 cm™/(V-s) at a typical drain
voltage Vo of 1.5 V.

T =

(6.101)

6.6 Summary

To understand the functionality and limitations of the most widely employed
active RF solid-state devices, we commenced this chapter with a review of the key ele-
ments of semiconductor physics. The concepts of conduction, valence, and Fermi levels
as part of the energy band model are used as the starting point to examine the various
solid-state mechanisms.

We next turned our attention to the pm-junction, where we derived the barrier
voltage

NaNp
Viisr = Vrln[ 2 ]
n;
and the depletion and diffusion capacitances C; and C; in the forms
C Ty v,v
C, = 2 and Cg = —e 7
J1=Va/ Vg Vr

Both capacitances are of primary importance when dealing with the frequency response
of a pn-diode whose current is given by the Shockley equation

V/V
IZIS(e A T__l)

This equation underscores the nonlinear current-voltage diode characteristics.

Unlike the pn-junction, the Schottky contact involves an n-type semiconductor
and a metal interface. The Schottky barrier potential V; is now modified and requires
the work function of metal, ¢V ,,, semiconductor, gy , and the conduction band poten-
tial V-, expressed via
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Rotating y~ by [, = 3A/8 we find yg = 1+ 3, which
means that we have to make the susceptance of the second stub
equal to jbg, = —j3 sothat y;; = y4 = 1.Using the Smith Chart,
we find that the length of the second stubis [y, = 0.051L.

In some practical realizations the stubs are replaced by varac-
tor diodes. This allows an electronic tuning of the diode capaci-
tances and thus the shunt admittances.

8.3 Amplifier Classes of Operation and Biasing Networks

An indispensable building block in any RF circuit is the active or passive biasing
network. The purpose of biasing is to provide the appropriate quiescent point for the
active devices under specified operating conditions and maintain a constant setting irre-
spective of transistor parameter variations and temperature fluctuations.

Tn the following section we introduce a general analysis of the different classes of
amplifier operation. This will enable us to develop an understanding of how BJT and
FET need to be appropriately biased.

8.3.1 Classes of Operation and Efficiency of Amplifiers

Depending on the application for which the amplifier is designed, specific bias
conditions are required. There are several classes of amplifier operation that describe
the biasing of an active device in an RF circuit.

In Figure 8-29 the transfer function characteristic of an ideal transistor is dis-
played. It is assumed that the transistor does not reach saturation or breakdown regions
and in the linear operating region the output current is proportional to the input voltage.
The voltage V* corresponds either to the threshold voltage in case of FETSs or the base-
emitter built-in potential in case of BJTs.

The distinction between different classes of operation is made based upon the so-
called conduction angle, which indicates the portion of the signal cycle when the cur-
rent is flowing through the load. As depicted in Figure 8-29(a), in Class A operation the
current is present during the entire output signal cycle. This corresponds fo a
©, = 360° conduction angle. If the transfer characteristic of the transistor in the lin-
ear region is close to that of a linear function, then the output signal is an amplified rep-
lica of the input signal without suffering any distortion. In practical circuits, however,
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_ G Ideal transfer Io
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Figure 8-29 Various classes of amplifier operation.

there is always a certain degree of nonlinearity present which results in a distorted out-
put signal of the amplifier.

In Class B [Figure 8-29(b)] the current is present during only half of the cycle,
corresponding to a @, = 180° conduction angle. During the second half of the cycle,
the transistor is in the cut-off region and no current flows through the device. Class AB
[Figure 8-29(c)] combines the properties of the classes A and B and has a conduction
angle © ,, ranging from 180° to 360°. This type of amplifier is typically employed
when a high-power “linear” amplification of the RF signal is required.



446 Chapter 8 » Matching and Blasing Networks

In a Class C amplifier [Figure 8-29(d)] we have a nonzero current for less than
half of the cycle (i.e., the conduction angle is 0 < © < 180°). This results in maximum
distortion of the output signal.

A logical question that arises is why are not all amplifiers operated in Class A
since this mode delivers the least signal distortion? The answer is directly linked to the
amplifier efficiency. Efficiency, 1, is defined as the ratio of the average RF power Ppp
delivered to the load over the average power P supplied by the source, and is usually
measured in percent:

n= PiFwO% (8.22)
Py
The theoretical maximum efficiency of the Class A amplifier is only 50%, but the
efficiency of Class C can reach values close to 100%. Fifty percent efficiency of Class
A amplifiers means that half of the power supplied by the source is dissipated as heat.
This situation may not be acceptable in portable communication systems where most
devices are battery operated. In practical applications, designers usually choose the
class of operation that gives maximum efficiency but still preserves the informational
content of the RF signal.
In the following example we derive the maximum theoretical efficiency n of the
amplifier as a function of conduction angle.

RF&MW-

Example 8-11: Amplifier efficiency computation

Derive the general expression for the amplifier efficiency 1 as a
function of conduction angle ©,. List the values of n for both

Class A and Class B amplifiers.

Solution:  The electrical current through the load for a conduc-
tion angle of @, has a waveform shown in Figure 8-30(a), where
the cosine current amplitude is given by /.

Similarly, the power supply current /¢ has a maximum value
of I, plus the quiescent current

Ig = I+ 1jcos® (8.23)
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o 1 b

= 9.2)
inc 2 2|1 _ 1",-,,1"5|2

which is the power launched toward the amplifier. The actual input power P, observed
at the input terminal of the amplifier is composed of the incident and reflected power
waves. With the aid of the input reflection coefficient I",, we can therefore write:
bl
Py = Pl - ’Fin|2) = %_—"_‘(1 - |r1n1 ) (9.3)
1-T;, Iy’

The maximum power transfer from the source to the amplifier is achieved if the
input impedance is complex conjugate matched (Z,, = Z;) or, in terms of the reflec-
tion coefficients, if I',, = I'g. Under maximum power transfer condition, we define the
available power P, as

2 2
—Jﬁi—a (1—uhf)=%—ﬁﬂ—3 9.4)
|1 -T,, Iy . 1T
in— "%
This expression makes clear the dcpendence on I'g. If I';, = 0 and I'g#0 it is seen
from (9.2) and (9.4) that P, = |bg 12,

PA=P .
Fin=Ts

m|

P —

9.2.2 Transducer Power Gain

We can next investigate the transducer power gain G, which quantifies the
gain of the amplifier placed between source and load.

power delivered to the load  _ 1
available power from the source =~ P,

T =
: 1, 2 2 :
or with P; = E]bz[ +(1-|T";|") we obtain

P
6; = 2t = o] el (1= [0, )(1 - Ty ©.5)
Pa oy’

In this expression, the ratio b,/b; has to be determined. With the help of our signal
flow discussion in Section 4.4.5 and based on Figure 9-2, we establish

Sya;

_ 22191 9.6
1-5,,T, ©62)

b2=

-~
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lSZIS‘IZFL
bS = [1 - (S“ + mzl:z)rsjlal (96b)

The required ratio is therefore given by
b, 521

L= 9.7
bS (l _SllrS)(l ﬁS22rL)__SZISIZFLrS ( )
Inserting (9.7) into (9.5) results in
2 2 2
1 - S 1-1T
G, - (3 =T HSq) (=T ©9.8)

(1= 8,,T)(1 = S5,T,) ~ 85,8 ,T, Tyl

which can be rearranged by defining the input and output reflection coefficients (see
Problem 9.2)

S5,8,
. = 21¥ 125 L ]
In Sl] + 1 - SZQFL (9 9&)
SIZSZIFS
r,. = — .
out S22 + 1 ___S“:rs (9 gb)

With these two definitions, two more transducer power gain expressions can be derived.
First, by incorporating (9.9a) into (9.8), it is seen that

_ - TS (- [Ty

Gr > 5 (9.10)
1 =TT |1 = 85,1
Second, using (9.9b) in (9.8) results in the expression
2 2 2
1-\" S 1-\T"
Gr=( T2 )80 (1= [T ©.11)

Il —rLFout|2I1 - SllrS}2

An often employed approximation for the transducer power gain is the so-called unilat-
eral power gain, G, which neglects the feedback effect of the amplifier (S, = 0).
This simplifies the form (9.11) to

RREARCIYE
11T, 8|1 -8, Ty

9.12)

As discussed in Section 9.4.1, equation (9.12) is often used as a basis to develop approx-
imate designs for an amplifier and its input and output matching networks.
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Using (9.2) in conjunction with (9.1) allows us to find the incident
power flow into the amplifier:
2
_r b 1 %o Vs
B 2 - 2 2
21-T, Ty 2(Zs+Z)*|1-T, I

Often P, . is expressed in dBm as

lnc(dBm) 10log[P, ./(1 mW)] = 18.73 dBm

Similarly, from (9.2) we find the available power to be
P, =78.1 mW or P, =18.93 dBm. Finally, the power delivered to
the load is the available power multiplied by the transducer gain.
This results in P;, = P,G; = 981.4 mW, or, expressed in dBm,

P,(dBm) = P,(dBm) + G(dB) = 29.92 dBm

|2
= 747 mW

inc

mec

It is interesting to point out that the unilateral power gain
often matches the actual transducer power gain very closely. As dis-
cussed further, the use of the unilateral amplifier gain significantly
simplifies the amplifier design task.

9.3 Stability Considerations

9.3.1 Stability Circles

One of the first requirements that an amplifier circuit must meet is a stable perfor-
mance in the frequency range of interest. This is a particular concern when dealing with
RF circuits, which tend to oscillate depending on operating frequency and termination.
The phenomenon of oscillations can be understood in the context of a voltage wave
along a transmission line. If |FO| > 1, then the return voltage increases in magnitude
(positive feedback) causing instability. Conversely, |I'y| < 1 causes a diminished return
voltage wave (negative feedback).

Let us regard the amplifier as a two-port network characterized through its S-
parameters and external terminations described by I'; and I'g. Stability then implies
that the magnitudes of the reflection coefficients are less than unity. Namely,

[FL| <1,

(9.15a)
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Ll = [JAE <1 (9.15b)
TR L

ITou = *%z%riﬁ <1 (9.15¢)
ad § B}

where A = §,,5,, — §,5,; has been used to re-express (9.9a) and (9.9b). Since the §-
parameters are fixed for a particular frequency, the only factors that have a parametric
effect on the stability are I'; and I'y.

In terms of the amplifier’s output port, we need to establish the condition for
which (9.15b) is satisfied. To this end the complex quantities

S, = SR 4S8y, = K4Sk, A = A4 jAl T, = TE+jT,  (9.16)

are substituted into (9.15b), resulting after some algebra in the output stability circle
equation

R 2 i 2 2
(rL - Cgul) + (ri - Cout) = Fout (9-17)
where the circle radius is given by
S.58
Fout = | t l - (9.18)
1852/” - 17
and the center of this circle is located at
R g (Sp-Spa)

Cout = Cout + Jcout = 2 : (919)

1S5~ 141

as depicted in Figure 9-3(a). In terms of the input port, substituting (9.16) into (9.15¢)
yields the input stability circle equation

R 2 1.2 2
(rs-cfy 4+ (@i-chy)” = r, (9.20)
where
S..5
Fin = | | - 2 . ©.21)
1,7 - 1417

and
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o~ (313 —55,4)

R
Cll'l = C'in + Cln ) 3 (922)
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(a) Output stability circle (b) Input stability circle

Figure 9-3 Stability circle |1“in| = 1 inthe complex I'; plane and stability circle

out| = 1 inthe complex I'; plane.

When plotted in the T'g-plane we obtain a response as schematically shown in Figure
9-3(b).

To interpret the meaning of Figure 9-3 correctly, a critical issue arises that is
investigated for the output circle [Figure 9-3(a)], although the same argument holds for
the input circle. If T, = 0, then |I'y| = |§;;| and two cases have to be differentiated
depending on |S;;| <1 or |Sy;| > 1. For |$;| < 1, the origin (the point I'; = 0) is part
of the stable region, see Figure 9-4(a). However, for {S 11| > 1 the matching condition
I’y = O resultsin || = |$y;| > 1, i.e. the origin is part of the unstable region. In this
case the only stable region is the shaded domain between the output stability circle
IT;s| = 1 and the |T';| = 1 circle, see Figure 9-4(b).

For completeness, Figure 9-5 shows the two stability domains for the input stabil-
ity circle. The rule-of-thumb is the inspection if |S,,| < 1, which leads to the conclu-
sion that the center (I'y = 0 ) must be stable; otherwise the center becomes unstable for
S| > 1.

Care has to be exercised in correctly interpreting the stability circles if the circle
radius is larger than |C; | or |C,,|. Figure 9-6 depicts the input stability circles for
|S22| <1 and the two possible stability domains depending on ry, <|C;| or r;; >|Cyl.
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to the situation where the

amplifier remains stable throughout the entire domain of the Smith Chart at the selected
frequency and bias conditions. This applies to both the input and output ports. For

|S“| <1 and \Szz| < 1 itis stated as

(b) ISn1>1

Input stability circles denoting stable and unstable regions.

(@) ISn] <1
-5

Figure 9
As the name implies, unconditional stability refers

9.3.2 Unconditional Stability
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Ty =1
(@) i <1Cip | (b} r > |Cin |

S,y| < 1 depending on

Figure 9-6 Different input stability regions for
ratio between rg and |Cy,

[Cial = 73] > 1 9.23a)

Foul > 1 (9.23b)

in| ” 4
€

In other words, the stability circles have to reside completely outside the |T'g| = 1 and
IT,| = 1 circles. In the following discussion we concentrate on the Tyl = 1 circle
shown in Figure 9-7(a). It is shown in Example 9-2 that condition (9.23a) can be reex-
pressed in terms of the stability or Rollett factor k:

out\ N

2 2 2
1|8y —|S5|” + 4] o1

k= (9.24)
2|8 15|52

Alternatively, unconditional sta}bility can also be viewed in terms of the I'g behavior in
the complex I, = rffm + jT,,, plane. Here, the |T'g| <1 domain must reside com-

pletely within the |T'y,| = 1 circle, as depicted in Figure 9-7(b). Plotting |T'g| = 1 in
the T, plane produces a circle whose center is located at

SIZSZISII

EERE (9.25)
1-|Sy]

and which possesses a radius of
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(9.26)
F H
IT,1=1 s
Fg
Cs
|Ci11 [ rom
(a) II,,,| = 1 circle must reside outside (b) Ils| = 1 circle must reside inside

Figure 9-7 Unconditional stability in'the I'¢ and ', planes for |S,,| < 1.

where the condition |Cg| + rg< 1 must hold. We note that (9.25) can be rewritten as
Cg = (Syy— AS;)/(1 - |$11]?) - Employing |Cg| + rg<1 and (9.26) it is seen that

[Sp0— AST| + 81550 < 1-18,, (9.27a)
and since [§),5,,| < |Szz —ASL] +[81,55| we conclude
181285 < 1-1Sy]° (9.27b)

A similar analysis can be established for I'; in the complex I';, plane. From the
corresponding circle center C; and radius r;, we set [C;| = 0 and rg< 1. Thus,

151285, < 1-18,° (9.28)

However, as long as |A| < 1, (9.24) remains the sufficient requirement to ensure uncon-
ditional stability. This follows from the fact that when (9.27b) and (9.28) are added, it is

seen that
2|512521| <2- ’511|2 - ‘522‘2

Introducing the inequality |A| = [S},85;, — 155y <1811523] + 5125, results in
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1 1

Since (1/2)(|S}1| - |Sp|)” <1, it is seen that (9.27b) and (9.28) are equivalent o
Al<1 (9.29)

RF &M W
Example 9-2: Stability factor derivation

Derive the stability factor k (Rollett factor) from (9.23a).

Solution:  Substituting (9.21) and (9.22) into (9.23a) gives
|Sll - SzzA] - l512512|
1S|7 - 1A

Squaring and rearranging (9.30a) results in

>1 (9.30a)

* 22 2 2 2|2
2|S“ ‘SzzA“512521| " ’Sll —SzzA| +181282] - “511| — 4] | (9.30b)
The term |S; - 522A|2 in (9.30b) can be re-expressed as

g < 2 2 2 2
1S, =SAl = S8y > + (L= [Sp (S =18 (9.300)
Squaring (9.30b) again and rearranging terms finally gives

(|S11‘2 \ |A|2)2{[(1 - |Szz\2) - (‘311|2 - Wz)]z - 4|512521|2} >0 (9.30d)

The terms inside the curly brackets are recognized as the desired sta-

bility factor:
2 2 2

k = (9.30e)
2|8 12/|S24]

A stability analysis starting from (9.23b) would have resulted
in exactly the same inequality. Thus, the stability factor k applies for
both input and output ports.
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It is always prudent to determine that both the |A| <1 and k> 1 conditions are
fulfilled to ensure an unconditionally stable design. The next example investigates a
transistor in common-emitter configuration in terms of its input and output stability
behavior.

WRFEM W=

Example 9-3: Stability circles for a BJT at different operating
frequencies

Determine the stability regions of the bipolar junction transistor
BFG505W (Philips Semiconductors) biased at V.p = 6 V and
I~ = 4 mA. The corresponding S-parameters as a function of fre-
quency are given in Table 9-1.

Table 9-1 BFG505W S-parameters as a function of frequency
Frequency A Sis So1 S,y
500 MHz 0.70£-57° 0.04 £47° 10.5£136° 0.79£-33°
750 MHz 0.56 £-78° 0.05 £33° 8.6£122° 0.66.£-42°
1000 MHz 0.46 £-97° 0.06.£22° 7.1£112° 0.57£-48°
1250 MHz 0.38 £-115° 0.06£14° 6.0£104° 0.50£-52°
Solution:  Based on the definitions for k, [A, C,,, ry,, C,y»> and

You» WE compute the values via a MATLAB routine (see m-file
ex9_3.m). A summary of the results is given in Table 9-2 for the four
frequencies listed in Table 9-1,

Table 9-2 Stability parameters for BFG505W for frequencies listed in

Table 9-1
k |Al Cin Tin Cout Fout
0.41 0.69 39.04£108° 38.62 3.56£70° 3.03
0.60 0.56 62.21£119° 61.60 4.12/70° 3.44
0.81 0.45 206.23£131° 20542 | 4.39£69° 3.54
1.02 0.37 42.42.£143° 41.40 4.24 /68° 3.22
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The example input and output stability circles for the frequen-
ciesof f = 750 MHz and f = 125 GHz are shown in Figure 9-8.
We notice that |Sy;| < 1 and |S,,| <1 in all cases. This implies that
the T, = 0 and I’y = 0 points are stable, indicating that the inte-
rior domain of the Smith Chart up to the stability circles denotes the
stable region.

= 1250 MH
f ‘ +0 Output

\ e
i / | <= s,
stability ~——;, ',
circles , .
’ p ‘\\ s.n
N i VAN

0.0

0.2

-1.0

Figure 9-8 Input and output stability circles for BFG505W computed at f =

750 MHz and f = 1.25 GHz.

Also, as can be seen from Figure 9-8 and Table 9-2, the transis-
tor is unconditionally stable at £ = 1.25 GHz and both input and
output stability circles are located completely outside of the T =1
circle. At all other frequencies transistor is potentially unstable.

The stability circles are not only affected by frequency, but also
by the bias conditions. We recall that the S-parameters are given for
particular bias conditions. The entire stability analysis must be
repeated if biasing, or even temperature, changes.
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Even though k can vary widely, most unstable practical designs fall into the range
0 <k < 1. Oscillators, discussed in Chapter 10, target the entire Smith Chart as the
unstable domain, resulting in negative values of k. It is also interesting to observe that
in the absence of any output to input feedback (S;, = 0) the transistor is inherently
stable, since the stability factor yields k — oo. In practice, one often examines & alone
without paying attention to the |A| < 1 condition. This can cause potential problems, as
the following example highlights.

RF &M W

Example 9-4: Stable versus unstable region of a transistor

Investigate the stability regions of a transistor whose S-parameters
are recorded as follows: §,; = 0.7£-70°, §,, = 0.2£-10°,

Solution: ~ We again compute the values k, |A|, C,., ri,, Cous
and r_, . The results are k = 1.15, [A] = 1.58, C;, = 0.21452°,
r, = 054, C,,, = 021£27°, and r_,, = 0.54 (see Figure 9-9).
It is seen that even though k> 1, the transistor is still potentially
unstable because |A| > 1. This results in input and output stability

+0.2 \ +5.0

0.0

Output stability circle

-1.0

Figure 9-9 Stability circles for k> 1 and |A] > 1.
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circles being located inside of the Smith Chart. Since both |S,;| and
S| are less than unity, the center of the Smith Chart is a stable
point. Therefore, since |Cyy| <7j, and |Coyf <7gy . the area inside
of the stability circles represents the stable region, as shown in Fig-
ure 9-9.

Usually manufacturers avoid producing transistors with both
k>1 and |Al>1 by incorporating matching networks housed
inside the transistor casing.

9.3.3 Stabilization Methods
If the operation of a FET or BIT is found to be unstable in the desired frequency
range, an attempt can be made to stabilize the transistor. We recall that || > 1 and
[T | > 1 can be written in terms of the input and output impedances:
Zin—%o Zow—Zg
Z. +Z, Z.t+Z

>1 and |T,,| = >1

| =

out

which imply Re{Z, } <0 and Re{Z_, } <0. One way to stabilize the active device is
to add a series resistance or a shunt conductance to the port. Figure 9-10 shows the con-
figuration for the input port. This loading in conjunction with Re{Z } must compen-
sate the negative contribution of Re{Z;,}. Thus, we require

Re{Z +R,'+Zs}>0 or Re{Y; + G, +¥s}>0 (9.31a)
Zin+ Rin’ Yin+ Gin’
Rin’
Active device G, |Active device
Source (BIT or FET) Source (BJT or FET)
Zin Yin
(a) Series resistance (b) Shunt conductance

Figure 9-10 Stabilization of input port through series resistance or shunt
conductance.
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Following an tdentical argument, Figure 9-11 shows the stabilization of the output port.
The corresponding condition is

Re{Z ,+R,, +Z;}>0o0orRel{Y ,+G, +Y;}>0 (9.31b)

out out

V4

oul

I
+R0Ul

Active device
(BIT or FET)

Active device
(BIT or FET)

out

(a) Series resistance (b) Shunt conductance

Figure 9-11 Stabilization of output port through series resistance or shunt
conductance.

The next example explains the stabilization procedure for transistor.

R F &M W
Example 9-5: Stabilization of a BJT

Using the transistor BFG505W from Example 9-3 operated at
f =750 MHz (and with the S-parameters given as follows:
Sy = 0.56£-78°, S, = 0052£33°, §,, = 8.64/122°, and
§45 = 0.66.£-42°), attempt to stabilize the transistor by finding a
series resistor or shunt conductance for the input and output ports.

Solution: = With given S-parameters we can identify the input and
output stability circles by computing their radii and center positions:
C, = 6221/119°, r,=6160, and C_, = 4.12270°,
roue = 3.44 . The corresponding stability circles are shown in Figure
9-12. A constant resistance circle ' = 0.33 in the Z-chart indicates
the minimal series resistance that has to be connected to the input of
the transistor to make this port stable. If a passive network is con-
nected in series to the resistor with the value of
R, =rZ, =165, then the combined impedance will be
located inside of the r* = 0.33 circle and therefore in the stable
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region. Similarly, by tracing a constant conductance circle g’ = 2.8
we find the shunt admittance G,/ = g'/Zy = 56 mS that stabilizes
the input of the transistor. This time any passive network connected to
G, will have the combined admittance residing inside of the
g’ = 2.8 circle in the Y-chart, which is inside the stable region for the
input port of the transistor.

e s AR ! Output stability circle
Input stability circle ¢, Swo\ A ULl /7 tp ty
AR T ‘.- ,,_9‘?
2
N €A
‘{ "a
K&
':.' v e
‘;-"Gout
Koo XN T
‘S £ 7 -h_‘-: Oz
. : ’;___ 4 .‘.,- 0%
/ AL T
/TTRY ; S L N el v
) NG T _ P ."-:_' . 3 o
& for e o

Figure 9-12 Input and output stability circles and circles for finding stabilizing
series resistance and shunt conductances.

Following an identical procedure we can find a series resistance of
R, = 40 Q and a shunt conductance G,,, = 6.2 mS, which
stabilize the output port of the transistor.

Due to the coupling between input and output ports of the
transistor it is usually sufficient to stabilize one port. The choice of
which port is generally up to the circuit designer. However, one
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attempts to avoid resistive elements at the input port since they
cause additional noise to be amplified.

Stabilization through the addition of resistors comes at a prize: the impedance
matching can suffer, there may be a loss in power flow, and the noise figure typically
worsens due to the additional thermal noise sources that the resistors present.

9.4 Constant Gain

9.4.1 Unilateral Design

Besides ensuring stability, the need to obtain a desired gain performance is
another important consideration in the amplifier design task. If, as sometimes done in
practice, the influence of the transistor’s feedback is neglected (S, ~0), we can
employ the unilateral power gain G, described by (9.12). This equation is rewritten
such that the individual contributions of the matching networks become identifiable.
With reference to Figure 9-13, we write

1=y’ s Ao
Grp=——""— |S21| X > = GyX Gy X Gy (9.32)
|l ‘Snrs‘ |1 _FLszz‘
where the individual blocks are
2 2
1-1T 1-|T

G = ____’.§|_2’ G, = |521|2, G, = ___L|2 (9.33)

|1 *Surs‘ |1 —FLSZQ\

]-‘in :Sll I“ulz's‘ﬂ

[l

Figure 9-13 Unilateral power gain system arrangement.

Because most gain calculations are done in dB, (9.32) is frequently expressed as
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with a bclng the radius of the YIG sphere. This also determines C,, from the resonance
condition coo = 1/(LyCy); that is,

Cy = LOO.)O (10.42b)
Finally, the conductance is
2
G, = d (10.42c)
4 3
Momeu(gna )

In (10.42a)~(10.42c¢) d is the diameter of the coupling loop.

10.2.4 Voltage-Controlled Oscillator

It is mentioned in Chapter 6 that certain diodes exhibit a large change in capaci-
tance in response to an applied bias voltage. A typical example 1s the varactor diode,
with its variable capacitance C, = Cyo(1-V,/ leff) * that can be affected by the
reverse bias V, . Figure 10-25 illustrates how the feedback loop for the Clapp oscillator
can be modiﬁed, by replacing C, in Figure 10-25(a) with the varactor diode and an
appropriate DC isolation. The modified circuit is shown in Figure 10-25(b). This circuit
can readily be analyzed if a simplified BIT model (R; « h,,) is employed.

o]

N g \ RFC
: l\j Ca
o———— —+0 § R, |
TN, T o=
- =3
écl —_C2 T
(a) Pi-type feedback loop (b) Redrawn circuit with DC isolation

Figure 10-25 Varactor diode oscillator.

In Figure 10-26 the varactor diode and a transmission line element, whose length
is adjusted to be inductive, form the termination circuit connected to the input of the
oscillator. If the varactor diode and the transmission line segment is disconnected, the
input impedance Z;, can be computed from two loop equations:
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vin— i X — inX ey + 15X o) - PigXey = O (10.43a)
hiig+igXey —ipXep = 0 (10.43b)
Z, ‘ﬂ, h ig
.- W )
G2= | ¢ =j G J C= B&«Cﬁk
Vi § R, L:,% j mg
L C,== “ T
= Y = — - Z,, - -

Figure 10-26 Circuit analysis of varactor diode oscillator.

Rearranging leads to

1

g = —
N hyy +Xe

[A) (Xt + X)) + X X (1 +B)] (10.44)

The equation can be simplified by noting that (1+ )=~ and assuming that
hy; » X, which results in

171 .17 B( 1
Zy = ,—[— + *} P (10.45)
N jelc, 6, hll{mECICQ_]

As expected from our previous discussion, the input resistance is negative. Therefore,
with g,, = B/h;y,

o C,C,
and
1
Xpg = - (10.46b)
N JoCy

where Cpy = C,C,/(C, + C,). The resonance frequency follows from the previously
established condition X, + X, + X; = 0 (see Section 10.1.2), or

j(w0L3-— 1 )_ 1 [i + i} =0 (10.47)

with the result
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1 f1¢/1 1 1
_ L o 10.
Jo on L3(C3+C2+Clj (10.43)

It can be concluded from (10.46a) that the combined resistance of the varactor diode
must be equal to or less than }RIN| in order to create sustained oscillations.

RFEMW—>

Example 10-7: Design of a varactor-controlled oscillator

A typical varactor diode has an equivalent series resistance of 45 Q
and a capacitance ranging from 10 pF to 30 pF for reverse voltages
between 30 V and 2 V. Design a voltage controlled Clapp-type oscil-
lator with center frequency of 300 MHz and #10% tuning capabil-
ity. Assume that the transconductance of the transistor is constant
and equal to g, = 115 mS.

Solution:  To create sustained oscillations, we have to ensure that
the series resistance of the varactor diode is smaller or equal to
|Ryn| over the entire frequency range as computed in (10.46a). From
(10.46a) we can conclude that |Ryy| achieves its minimum value at
maximum frequency of operation. Substituting ®, = 2% [ max
(with f_.. = 1.1f, = 330 MHz being the maximum oscillation
frequency) into (10.46a), it is found that the capacitances C; and
C, are related as

C, = (10.49)

Em 1 |
2 T kC, 21
Oy RsCr 2 1.68x107 C,
where Ry = 45 Q is the varactor’s equivalent series resistance.
Since the maximum oscillation is obtained when the varactor

capacitance has its minimum value, and the minimum frequency
corresponds to the maximum C;, we can rewrite (10.48) as

N ITaa
Smin = 2nJL3(c3mu+cz+kcz) (10.50)
Cfif 11
Foux = 3 L—3(C3max+c_2+kcz) (10.51)



High-Frequency Osclllator Conflguration 573

where relation (10.49) is used to eliminate C,. Dividing (10.50) by
(10.51) and taking the square of the result, the following quadratic
equation is obtained for C,:

2
k(1—02)C; + (
C3max C3mm

where o = f,_i./ frax - SOlving (10.52) and substituting the result
in (10.49) and (10.50) or (10.51), we find C, = 124 pF
C, = 48 pFand L; = 46.9 nH as our desired values.

1 o2

]C2+(1 o) =0  (10.52)

Unlike a mechanically adjustable dielectric resonator, the var-
actor diode permits dynamic tuning over a subsiantial frequency
range.

10.2.5 Gunn Element Oscillator

The Gunn element can be employed to create oscillators from 1 to 100 GHz at
low power outputs of roughly up to 1 W. It exploits a unique negative resistance phe-
nomenon first discovered by Gunn in 1963. When certain semiconductor structures are
subjected to an increasing electric field, they begin to shift, or transfer, electrons from
the main valley to side valleys in the energy band structure. The accumulation of up to
00-95% of the electron concentration into these valleys results in a substantial decrease
in effective carrier mobility and produces a technologically interesting I-V characteris-
tic. Semiconductors with these band structures are primarily GaAs and InP. Figure
10-27 depicts a Gunn element and its current versus applied voltage response.

We notice that in the presence of an applied DC voltage to the Gunn element it
behaves like a normal ohmic contact resistor for low field strength. However, if a certain
threshold voltage V, is exceeded, dipole domains begin to be created below the cathode
triggered by doping fluctuations. The formation of these domains lowers the current, as
indicated in Figure 10-27 (b). The current then remains constant while the domains
travel from cathode to anode. After collection, the process repeats itself. Thc frequency
can be estimated from the drift velocity of the domain motion v, = 10° m/s and the
travel length L of the active zone of the Gunn element. For a length of 10 um, we obtain

5
Fotd . 1008 o 0GH, (10.53)

L 10x10°m
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Golden
contact

Imax

? A~Cathode

— active layer r l
(10 .. 20 um) / i

~— :
Anode ; -—

4

Z
(a) Gunn element structure (b) Current vs. applied voltage response

Flgure 10-27 Gunn slement and current versus voltage response.

If an external DC voltage is applied, the domain motion can be influenced and thus the
resonance frequency is varied. The tuning range is approximately within 1% of the res-
onance frequency.

Figure 10-28 shows a microstrip line implementation of a Gunn element oscilla-
tor. Here the Gunn element is connected to a A/4 microstrip line, which in turn is cou-
pled to a dielectric resonator. The bias voltage for the Gunn element is fed through an
RFC onto the microstrip line.

C
< 118 o '_-IJ_CB

Vg o—

bias
voltage NAI

Gunn
element

Figure 10-28 Gunn element oscillator circuit with dielectric resonator (DR).

10.3 Basic Characteristics of Mixers

Mixers are commonly used to multiply signals of different frequencies in an effort
to achieve frequency translation. The motivation for this translation stems from the fact
that filtering out a particular RF signal channel centered among many densely popu-
lated, narrowly spaced neighboring channels would require extremely high Q filters.
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The task, however, becomes much more manageable if the RF signal carrier frequency
can be reduced or downconverted within the communication system. Perhaps one of the
best known systems is the downconversion in a heterodyne receiver, schematically

depicted in Figure 10-29.
N\ Mixer

o
—> > >— LP Filter }—>
Sar fio fRF'—"ﬁo; S

Figure 10-28 Heterodyne receiver system incorporating a mixer.

Here the received RF signal is, after preamplification in a low-noise amplifier
(LNA), supplied to a mixer whose task is to multiply the input signal of center fre-
quency frp with a local oscillator (LO) frequency f; . The signal obtained after the
mixer contains the frequencies fgp* f; . of which, after low-pass (LP) filtering, the
lower frequency component f gy — f; ,, known as the intermediate frequency (IF), is
selected for further processing.

The two key ingredients constituting a mixer are the combiner and detector. The
combiner can be implemented through the use of a 90° (or 180°) directional coupler.
A discussion of couplers and hybrids is found in Appendix G. The detector traditionally
employs a single diode as a nonlinear device. However, antiparallel dual diode and dou-
ble-balanced quadrupole diode configurations are also utilized, as discussed later. In
addition to diodes, BJT and MESFET mixers with low noise figure and high conversion
gain, have been designed up to the X-band.

10.3.1 Basic Concepts

Before going into details of the circuit design, let us briefly review how a mixer is
capable of taking two frequencies at its input and producing multiple frequency compo-
nents at the output. Clearly a linear system cannot achieve such a task, and we need to
select a nonlinear device such as a diode, FET, or BIT that can generate multiple har-
monics. Figure 10-30 depicts the basic system arrangement of a mixer connected to an
RF signal, V(¢), and local oscillator signal, V;,(t), which is also known as the
pump signal.
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Var —— O
lKN ZS | lVour Zy
Vio —o0—— O

Figure 10-30 Basic mixer concept: two input frequencies are used to create new
frequencies at the output of the system.

It is seen that the RF input voltage signal is combined with the LO signal and sup-
plied to a semiconductor device with a nonlinear transfer characteristic at its output side
driving a current into the load. Both diode and BJT have an exponential transfer charac-
teristic, as expressed for instance by the Shockley diode equation discussed in Chapter 6:

I =1 "-1) (10.54a)
Alternatively, for a MESFET we have approximately a square behavior:
I(V) = Ings(1 = V/ Vo) (10.54b)

where the subscripts denoting drain current and gate-source voltage are omitted for
simplicity. The input voltage is represented as the sum of the RF signal
Vep = Veppcos(Wgpt) and the LO signal v;, = V ycos(w ,t) and a bias V,; that
18,

V.= Vy+ Vycos(@gpt) + Vgcos(@ o) (10.55)

This voltage is applied to the nonlinear device whose current output characteristic can
be found via a Taylor series expansion around the Q-point:

dr 1o d°I
Vo .

where the constants A and B refer to (d1/dV)|, and (1/2)(d21/dV2)|VQ, respec-
tively. Neglecting the constant bias V, and 1, the substitution of (10.55) into (10.56)
yields

+..=I,+VA+VB+...  (10.56)

vV

(V) = A{Vgpcos(@gpt) + Vocos(W o0}

+ B{V3pcos (@gpt) + V] pcos (@00} (10.57)

+ 2BV oV, pcos(@ppt)cos(® pf) + ...
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The factors contammg the cosine square terms can be rewritten, via the trigono-
metric identity cos ((nt) (1/2){1 - cos(2m1) }, into DC terms and terms involving
2wgpt and 20, 2. The key lies in the last term of (10.57), which becomes

I(V) = ...+ BVygpVolcos[(Wpp+ ®; )]+ cos[(Dpp— w, 5)2]} (10.58)

This expression makes clear that the nonlinear action of a diode or transistor can gener-
ate new frequency components of the form @, * ®, ,. It is also noted that the ampli-
tudes are multiplied by VrV; ,, and B is a device-dependent factor.

Equation (10.58) is the Taylor series representatlon up to the third term, and thus
up to second-order intermodular product (V B). Any higher-order products, such as
third-order intermodular product (V (), are neglected. For diodes and BJTs these
higher-order harmonic terms can significantly affect the performance of a mixer. How-
ever, the second-order intermodular product is the only surviving term if a FET with
quadratic transfer characteristic is utilized. Thus, a FET is less prone to generate undes-
ired higher-order intermodular products.

The following example discusses the down conversion process from a given RF
signal frequency to a desired intermediate frequency.

RFEM W

Example 10-8: Local oscillator frequency selection

An RF channel with a center frequency of 1.8% GHz and bandwidth
of 20 MHz is to be downconverted to an IF of 200 MHz. Select an
appropriate f;,. Find the quality factor Q of a bandpass filter to
select this channel if no downconversion is involved, and determine
the O of the bandpass filter after downconversion.

Solution:  As seen in (10.58), by mixing RF and LO frequencies
through a nonlinear device we produce an IF frequency that is equal
to either f;p = frr=f10 O fir = fLo— frr, depending on
whether fir or f;, 1s higher. Thus, to produce a f;; = 200 MHz
from fpr = 1.89 GHz we can use either

These two choices are equally valid and are both used in practice.
When frr> f; 0 is chosen, the mixer is said to have low-side



578 Chapter 10 * Oscillators and Mixers

injection, whereas when frr< f,, the design is called high-side
injection. The first approach is generally preferred since lower LO
frequencies are easier to generate and process.

Before down conversion, the signal has a bandwidth of
BW = 20 MHz at a center frequency of fr = 1.89 GHz. There-
fore, if we attempted to filter out the desired signal we would have to
use a filter with Q = frp/BW = 94.5. However, after downcon-
version, the bandwidth of the signal does not change but the center
frequency shifts to ;- = 200 MHz, thus requiring a bandpass fil-
ter with a quality factor of only Q = f;z/BW =10.

This example shows that less selective filtering is required
once the mixer has downconverted the RF signal.

10.3.2 Frequency Domain Considerations

It is important to place the previous section into a frequency domain perspective.
To this end it is assumed that the angular RF signal is centered at g, with two extra
frequency components situated ®y, above and below @gp. The LO signal contains one
single component at ®; ,, . After performing mixing, according to (10.58), the resulting
spectral representation contains both upconverted and downconverted frequency
components. Figure 10-31 graphically explains this process.

Typically the upconversion process is associated with the modulation in a trans-
mitter, whereas the downconversion is encountered in a receiver. Specifically, when
dealing with modulation, the following terminology is common:

* Lower sideband, or LSB (®gp— 0 o)
» Upper sideband, or USB (Wgg + ®; )
« Double sideband, or DSB (@gg + ®) ¢, Ogp — O )

A critical question to answer is the choice of an LO frequency that shifts the RF fre-

quency to a suitable IF level.

An interrelated issue is the problem of image frequencies mapping into the same
downconverted frequency range. To understand this problem, assume an RF signal is
downconverted with a given LO frequency. In addition to the desired signal, we have
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Figure 10-31 Spectral representation of mixing process.

placed symmetrically an interferer about IF (see Figure 10-32). The desired RF signal
transforms as expected:

However, the image frequency wy transforms as

(DIM - (DLO = ((DLO - m]];-) - OJLO = —(DIF (10.59b)
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Since cos(—mt) = cos(@t), we see that both frequency spectra are shifted to the
same frequency location, as Figure 10-32 illustrates.

Undesired
Mo image signal
J:\K .;
G)IM (!)Rr [£)) y J/]'F
JKI) (D“_- mur A
L3 € >l )" k
o ()
W 0

Figure 10-32 Problem of image frequency mapping.

To avoid the presence of undesired image signals that can be greater in magnitude
than the RF signal, a so-called image filter is placed before the mixer circuit to sup-
press this influence, provided sufficient spectral separation is assured. More sophisti-
cated measures involve an image rejection mixer.

10.3.3 Single-Ended Mixer Design

The simplest and least efficient mixer is the single-ended design involving a
Schottky diode, as shown in Figure 10-33(a). The RF and LO sources are supplied to an
appropriately biased diode followed by a resonator circuit tuned to the desired IF. In
contrast, Figure 10-33(b) shows an improved design involving a FET, which, unlike the
diode, is able to provide a gain to the incoming RF and LO signals.

In both cases the combined RF and LO signal is subjected to a nonlinear device
with exponential (diode) or nearly quadratic (FET) transfer characteristic followed by a
bandpass filter whose task is to isolate the IF signal. The two very different mixer real-
izations allow us to contrast a number of parameters important when developing suit-
able designs:

» Conversion loss or gain between the RF and IF signal powers
* Noise figure

» Isolation between LO and RF signal ports

* Nonlinearity
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Figure 10-33 Two single-ended mixer types.
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Since LO and RF signals are not electrically separated in Figure 10-33(a), there is the
potential danger that the LO signal can interfere with the RF reception, possibly even
reradiating portions of the LO energy through the receiving antenna. The FET realization
in Figure 10-33(b) allows not only for LO and RF isolation but also provides signal gain
and thus minimizes conversion loss. The conversion loss (CL) of a mixer is generally
defined in dB as the ratio of supplied input power Py over the obtained IF power Pig:

P
CL = IOIOg(P—R—F) (10.60)
IF

When dealing with BJTs and FETs, it is preferable to specify a conversion gain (CG)

defined as the inverse of the power ratio.
Additionally, the noise figure of a mixer is generically defined as

P

n

(10.61)

F = ——
cGp,
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with CG again being the conversion gain, and P, , P, the noise power at the output
due to the RF signal input (at RF) and the total noise plz)wer at the output (at IF). The
FET generally has a lower noise figure than a BJT, and because of a nearly quadratic
transfer characteristic (see Section 7.2) the influence of higher-order nonlinear terms is
minimized. Instead of the FET design, a BJT finds application when high conversion
gain and low voltage bias conditions are needed (for instance, for systems relying on
battery operation).

Nonlinearities are customarily quantified in terms of conversion compression
and intermodular distortion (IMD). Conversion compression relates to the fact that
the IF output power as a function of RF input power begins to deviate from the linear
curve at a certain point. The point where the deviation reaches 1 dB is a typical mixer
performance specification. As already encountered in the amplifier discussion, the
intermodulation distortion is related to the influence of a second frequency component
in the RF input signal, giving rise to distortion. To quantify this influence, a two-tone
test is typically employed. If fgr is the desired signal and f, is a second input fre-
quency, then the mixing process produces a frequency component at 2f, - fgp & fLo
where the +/- sign denotes up- or downconversion. The influence of this intermodula-
tion product can be plotted in the same graph as the conversion compression (see Fig-

ure 10-34).

P,, (dBm) Ideal B, vs. P, curve
h

4

-~ __ Third order intercept point
] ;'.

P 1dRB
Real P, vs. P, curve

1 dB compression point

, ‘\'\ Third harmonic
Small-signal g
gain in dB '

P
0 dBm HP3

Figure 10-34 Conversion compression and intermodulation product of a mixer.

The intercept point between the desired linear output response and the undesirable
third-order IMD response is a common figure of merit, indicating the ability of a mixer
to suppress this influence.
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Additional mixer definitions include distortion generated inside the mixer which
is defined as harmonic IMD); isolation between RF and IF ports, which is directly
linked to the influence of the combiner (hybrid coupler; see Appendix G); and dynamic
range, which specifies the amplitude range over which no performance degradation
occurs.

The circuit design of an RF mixer follows a similar approach as discussed when
dealing with an RF amplifier. The RF and LO signals are supplied to the input of an
appropriately biased transistor or diode. The matching techniques of the input and out-
put side are presented in Chapter 8 and directly apply for mixers as well. However, one
has to pay special attention to the fact that there is a large difference in frequencies
between RF, LO on the input side, and IF on the output side. Since both sides have to be
matched to the typical 50 € line impedance, the transistor port impedances (or S-
parameter representation) at these two different frequencies have to be specified. Fur-
thermore, to minimize interference at the output side of the device, it is important to
short circuit the input to IF, and conversely short circuit the output to RF (see Figure
10-35). Including these requirements as part of the matching networks is not always an
easy task.

Inp ut Active Outpqt
fe matching * M device »| matching ey
network network e
y % J\ 1
fio / N \ e
Short circuit — = Short circuit
= for IF for RF
DC biasing
network

Figure 10-35 General single-ended mixer design approach.

These short-circuit conditions in general affect the transistor’s behavior through
internal feedback mechanism. Ideally, I', (®@g ) should be known based on the short-
circuit output condition and similarly I' ,(w;r) requires a short-circuit input condi-
tion. Typically, an additional load resistance is added to the output port to adjust the
conversion gain. In the following example, the salient design steps are explained.
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RFEMW—
Example 10-9: Design of a single-ended BJT mixer

For the DC-biasing topology shown in Figure 10-36, compute the
values of the resistors R; and R, such that biasing conditions are
satisfied. Using this network as a starting point, design a low-side
injection mixer for fpr = 1900 MHz and fjp = 200 MHz. The
BJIT is measured at IF to have an output impedance of
Z,,. = (677.7~j2324)Q for short-circuit input, and an input
impedance of Z,, = (77.9-j130.6)Q for short-circuit output at
RF frequency. Attempt to minimize the component count in this

design.
4V

Ver =3V
Ve =0.89V

RFC, I.=2.2mA
I, =30 A

Cs
o ‘__‘
Zin(Rr)=(77.9 - j130.6)Q2 Z 2 (fi) = (6777 —j2324)Q2

Figure 10-36 DC-biasing network for BJT mixer design.

Solution;  Since the voltage drop across resistor R, is equal to
the difference between V- and V- and the current is the sum of
the base and collector currents, R, is computed as

2 Io+1y
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Similarly, the base resistor R, is computed as aratio of Vep—Vpg
over the base current:

. = Yer= Ve _ 7030
Ip
Before beginning the design of an input matching network, we
have to decide on how to supply the LO signal. The simplest
arrangement is to connect the LO source directly to the base of the
transistor via a decoupling capacitor, as shown in Figure 10-37.

Z,=50Q

i I11,()

Figure 10-37 Connection of RF and LO sources to the BJT.

The value of this capacitor C; , has to be chosen small enough
so as to prevent RF signal coupling into the LO source. We arbitrary
pick C; = 0.2 pF. In this case the series combination of Cq and
Z,  creates areturn loss RLpp of only 0.24 dB, since

RLgp = —2010g|1"L0|f = —20l0g(0.9727) = 0.24 dB
RF

Unfortunately, the LO frequency is very close to fgp so that the
same capacitance will attenuate not only the RF signal but the LO as
well. We can compute the insertion loss ILgp due to this capacitor

at fro = fre—fiF

585
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ILgp = —IOIOg(l ~[Tuof?|, ) = 13.6 dB
LO

Thus, if the LO source pumps at —20 dBm, only —33.6 dBm reaches
the transistor. This seemingly high power loss is still tolerable since
we can adjust the power provided by the local oscillator.

The presence of C, and Z; 5 modifies the value of the input
impedance. A new total input impedance Z;, can be computed as a
parallel combination of C; and Z, , and the input impedance of
the transistor connected to the LO source is

, 1

Zpn = (ZLO + 70rrCro
The output impedance does not change since the input is shorted
during the measurement of Z .
Knowing Z; , we can next design an input matching network
using any of the methods described in Chapter 8. One of the possi-
ble topologies consists of a shunt inductor followed by a series
capacitor, as shown in Figure 10-38, where we added the blocking

capacitor Cp, to prevent DC short circuit to ground.

) 1Z,, = (47.2-j103.5)Q

Input matching
network

................................

Figure 10-38 Input matching network for a single-ended BJT mixer.
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There are several modifications that can be made to the circuit
in Figure 10-38. First we notice that instead of biasing the base of
the transistor through an RFC, we can connect R, directly to the
contact between L, and Cjp, . In this case we still bias the base of
the transistor through L; and maintain isolation of the RF signal
from the DC supply by grounding the RF through Cp;. One more
task of this matching network is to provide a short-circuit condition
for the IF signal. Even though the impedance of the inductor L; is
rather small at f., we still can lower it by choosing the value of
Cp, such that L, and Cp, exhibit a series resonance at IF. For
example, if we choose Cp; = 120 pF, we still maintain a solid
short circuit for the RF signal and we improve the path to ground for
the fp signal. The modified input matching network is shown in
Figure 10-39.

network

- L %RFCZ

> c

Input matchin : 5 &
p g C, o ﬁF

Figure 10-39 Modified input matching network.

The output matching network is developed using a similar
approach. The original matching network again consisted of a shunt
inductance L, followed by a series capacitance C,. The values are
L, = 416 nHand C, = 1.21 pF. This topology allows us to elimi-
nate the REC at the collector terminal of the transistor. However, the
problem with this topology is that it does not provide a short circuit
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to ground for the RF signal that may interfere with the output. To
remedy this drawback we replace L, with an equivalent LC combi-
nation where the additional capacitance C; = 120 pF is chosen to
provide solid ground condition for the fgpp signal and L, is
adjusted to L, = 5.2 nH. The complete circuit of the designed sin-
gle-ended BJT mixer is shown in Figure 10-40.

...................................

Cp) . R, C,, | Output matching
H — H / network
_________ LS L, '
¢ i E C
Input matching g : i I :
: Cl 1 . 8 e}
network | g P I ; IF
e o] 5 H """" L
---------------- ; :-’C E —— _‘ E
= | = TS /. blocking
$ * N " capacitor

Figure 10-40 Complete electrical circuit of the low-side injection, single-ended
BJT mixer with fize = 1900 MHz and fj = 200 MHz.

This design shows the multiple purposes that a matching net-
work can perform. At first glance they are often difficult to under-
stand. Specifically, the dual network purposes of matching and
isolation provide challenges for the circuit designer.

10.3.4 Single-Balanced Mixer

From the previous section it is seen that the single-ended mixers are rather easy to
construct circuits. The main disadvantage of these designs is the difficulty associated
with providing LO energy while maintaining separation between LO, RE, and IF sig-
nals for broadband applications. The balanced dual-diode or dual-transistor mixer in
conjunction with a hybrid coupler offers the ability to conduct such broadband opera-
tions. Moreover, it provides further advantages related to noise suppression and spuri-
ous mode rejection. Spurs arise in oscillators and amplifiers due to parasitic resonances
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and nonlinearities and are only partially suppressed by the front end. Thermal noise can
critically raise the noise floor in the receiver. Figure 10-41 shows the basic mixer design
featuring a quadrature coupler and a dual-diode detector followed by a capacitor acting
as summation point.

\V4

2\

90° branch line
coupler =

Figure 10-41 Balanced mixer involving a hybrid coupler.

Besides an excellent VSWR (see Appendix G), it can be shown that this design is
capable of suppressing a considerable amount of noise because the opposite diode
arrangement in conjunction with the 90° phase shift provides a good degree of noise
cancellation. The proof is left as an exercise, see Problem 10.22.

A more sophisticated design, involving two MESFETSs and 90° and 180° hybrid
couplers is shown in Figure 10-42. The 180° phase shift is needed since the second
MESFET cannot easily be reversed as done in the anti-parallel diode configuration seen
in Figure 10-41. It is also important to point out that this circuit exhibits LO to RF as
well as LO to IF signal isolation, but no RF to IF signal isolation. For this reason, a low-
pass filter is typically incorporated into the output matching networks of each of the
transistors in Figure 10-42.

Output
matching
Input network J
matching > Wilkinson
network power >
L[ Output 180° combiner | /&
matching | phase _I
Input network shift
matching >
Jio line coupler network

Figure 10-42 Single-balanced MESFET mixer with coupler and power combiner.
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10.3.5 Double-Balanced Mixer

The double-balanced mixer can be constructed by using four diodes arranged in a
rectifier configuration. The additional diodes provided better isolation and an improved
suppression of spurious modes. Unlike the single-balanced approach, the double-bal-
anced design eliminates all even harmonics of both the LO and RF signals. However,
the disadvantages are a considerably higher LO drive power and increased conversion
loss. Figure 10-43 depicts a typical circuit of the double-balanced design. All three sig-
nal paths are decoupled, and the input and output transformers enable a symmetric mix-
ing with the LO signal.

ﬁ,() le"

=]
S
Figure 10-43 Double-balanced mixer design.

For design details of double-balanced mixers the reader is referred to the books by
Vendelin and Mass listed at the end of this chapter.

10.4 Summary

Oscillators and mixers require a nonlinear transfer characteristic and are therefore
more difficult to design than standard linear amplifiers. It is not uncommon to encoun-
ter circuits that perform as desired, but the design engineer does not understand exactly
why they behave this way. Today’s extensive reliance on CAD tools has often reduced
our thinking to trial-and-error approaches. This certainly applies both to oscillators and
mixer RF circuits.

One of the key design requirements of an oscillator is the negative resistance con-
dition as a result of the feedback loop equation, which can be formulated as the
Barkhausen criterion:

For instance, the feedback Pi-type network results in a host of different oscillator types,

of which we discussed the Hartley, Colpitts, and Clapp designs. At frequencies up to
approximately 250 MHz one of the passive feedback elements can be replaced by a



	2260f1af2c53789e8dd1f1e8add667731049e2e4b415de42292b56b26d6e7d67.pdf
	b697a57f4cb0ac3a6d43bbe67641cfdb8b8852cae027deb307d728625685b6b6.pdf

	2260f1af2c53789e8dd1f1e8add667731049e2e4b415de42292b56b26d6e7d67.pdf

